Monte Carlo Methods

Spring Semester 2013/14, Department of Applied Mathematics, University of Crete

Instructor: Harmandaris Vagelis, email: vagelis@tem.uoc.gr

Part IV: Markov Chains Monte Carlo



Markov Chains

(] Basic Definitions:
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Markov Chains

 Essentials of Markov Chains Monte Carlo (MCMC) algorithms:
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Markov Chains

 Essentials of Markov Chains Monte Carlo (MCMC) algorithms:
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Metropolis — Hastings Algorithm

L The MCMC principle:
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Metropolis — Hastings Algorithm

) Requirements:
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Metropolis — Hastings Algorithm

U The Algorithm:
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Metropolis — Hastings Algorithm

U Properties:
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Random Walk Metropolis
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Random Walk Metropolis

MC Methods, Ch. 4: Markovian Chains



Random Walk Metropolis
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Random Walk Metropolis

O Histograms - Estimators:
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Gibbs Sampler

(] Basic Idea:

Consider a probability distribution with density f(z1,...,x,), for
some p > 1.

Algorithm 4.1: (Systematic scan) Gibbs sampler
Starting with (X%D), s ,X;E{]]) terate for t =1,2,...
1. Draw X9 ~ fxx_, CIXSH, .., X0Y).
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p. Draw X3 ~ fx,,|x_p(*|X£t]= .
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Gibbs Sampler

(J Random Gibbs Sampler:

Algorithm 4.2: Random scan Gibbs sampler

Starting with (Xin), .. .,FXIED]) iterate fort =1,2,...
1. Draw an index j from a distribution on {1,....p} (e.g. uniform)

2 Draw X9 ofr i CIXTYL. . X XY, L XY,

L | j_l 3 j_'_]- LR

and set X,,[t} = Xff_lj for all ¢ # j.
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Gibbs Sampler

O Important Aspects:

@ Only the so-called full-conditional distributions X ;| X_; are
used in the Gibbs sampler.

@ Do the full conditionals fully specify the joint distribution?
o The sequence (X@ X . ) is a Markov chain.

e Is the target distribution f(z1,...,z,) the invariant
distribution of this Markov chain?
a Will the Markov chain converge to this distribution?

@ If so, what can we use for inference: the whole chain
(XO XM X)) or only the last value X(7)7
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Gibbs Sampler

] General Comments:

*¢* One special case of Metropolis-Hastings is very popular and does not
require any choice of step size.

s Gibbs sampling is the composition of a sequence of M-H transition
operators, each of which acts upon a single component of the state
space.

** By themselves, these operators are not ergodic, but in aggregate they
typically are.

** Most commonly, the proposal distribution is taken to be the
conditional distribution, given the rest of the state. This causes the
acceptance ratio to always be one and is often easy because it is low-
dimensional.
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