REPRESENTATION OF WEAK LIMITS AND DEFINITION OF NONCONSERVATIVE PRODUCTS
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Abstract. The goal of this article is to show that the notion of generalized graphs is able to represent the limit points of the sequence \( \{ g(u_n) du_n \} \) in the weak-* topology of measures when \( \{ u_n \} \) is a sequence of continuous functions of uniformly bounded variation. The representation theorem induces a natural definition for the nonconservative product \( g(u) du \) in a BV context. Several existing definitions of nonconservative products are then compared, and the theory is applied to provide a notion of solutions and an existence theory to the Riemann problem for quasi-linear, strictly hyperbolic systems.
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1. Introduction. The objective of this article is to present a theoretical frame for the definition and properties of nonconservative products in one space dimension. The issue of defining nonconservative products appears with Volpert's chain rule [31] for BV functions in several space dimensions. It is a central problem for defining a notion of weak solutions for a general quasi-linear hyperbolic system

\[
\partial_t u + A(u) \partial_x u = 0, \quad u(x, t) \in \mathbb{R}^N, \quad x \in \mathbb{R}, \quad t > 0.
\]

Such systems appear in several models of the engineering and physics literature, e.g., [5, 8, 23, 24, 25, 28]. The origin of the nonconservative terms is usually a simplifying modeling assumption or a closure hypothesis. If (1.1) is conservative, i.e., \( A(u) = \nabla F(u) \) for some \( F : \mathbb{R}^N \rightarrow \mathbb{R}^N \), then weak solutions are defined in the sense of distributions. In the general case, however, the term \( A(u) \partial_x u \) will contain products of discontinuous functions with measures, and its definition is not obvious. At present, successful definitions exist in the one-space dimensional BV framework by LeFloch [14, 15], Dal Maso, LeFloch, and Murat [10] and Raymond [27]. The definition in [10] is based on a family of Lipschitz paths, is stable under weak convergence, and leads to a solution of the Riemann problem in the class of genuinely nonlinear, strictly hyperbolic systems with Riemann data that are sufficiently close. It has prompted investigations on existence of weak solutions to (1.1), LeFloch and Liu [17], and on convergence of numerical schemes, Hou and LeFloch [12]. The concept of extended graphs is used in [27] to provide a general definition that is stable under weak convergence.
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Related issues appear in studies of transport equations with discontinuous coefficients (e.g., LeFloch [15, 16], LeFloch and Xin [20], Poupaud and Rascle [22], Bouchut and James [4]) and in minimization of certain types of functionals in the space of functions of bounded variation (e.g., Aviles and Giga [1], Raymond and Seghir [26]). The reader is referred to Columbeau [6], Columbeau and Leroux [7] for a theory of nonconservative products in a weaker functional framework.

Let \( g : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be a continuous function and \( u : [a, b] \rightarrow \mathbb{R}^N \) be a function of bounded variation. Our scope is to provide a justifiable definition for the inner product of \( g(u) \) and \( \frac{du}{dx} \), formally given by \( g(u) \frac{du}{dx} = \sum_{i=1}^N g_i(u) \frac{du_i}{dx} \). This definition will be suggested by a representation theory of the limit points of sequences \( \{ g(u_n) \frac{du_n}{dx} \} \) in weak topologies when the functions \( u_n \) are smooth. This viewpoint reflects the premise that (1.1) arises in the limit of regularized problems as the dissipative mechanisms, such as viscosity or relaxation time, tend to zero. Accordingly, the nonconservative product will appear as a limit of regularized sequences.

If \( u \) is a continuous BV function, there is a natural definition of the product \( \mu = g(u) \frac{du}{dx} \) as a Radon measure on \( C[a, b] \). This is done by setting

\[
\langle \mu, \theta \rangle = \int_{[a, b]} \theta(x) g(u(x)) du(x), \quad \theta \in C[a, b],
\]

where the right-hand side is viewed as a Borel–Stieltjes integral relative to the (vector-valued, signed) measure generated by \( u \in C \cap BV \). This definition is appropriate when \( u \) is continuous. If \( u \) has discontinuities, definition (1.2) is “not stable,” because the integral \( \int f du \), for \( f \in L^1(du) \), changes values when changing \( f \) at the points of discontinuity of \( u \).

Consider a sequence \( \{ u_n \} \) of continuous functions \( u_n : [a, b] \rightarrow \mathbb{R}^N \) that are of uniformly bounded variation

\[
\sup_{[a, b]} |u_n| + TV_{[a, b]}(u_n) \leq C.
\]

The products \( g(u_n) du_n \) are well defined by (1.2) and belong to \( \mathcal{M}[a, b] = [C[a, b]]^* \), the dual space of \( C([a, b]; \mathbb{R}^N) \). The space of Radon measures \( \mathcal{M}[a, b] \) is usually equipped either with the strong topology, generated by the dual norm \( \| \cdot \|_{\mathcal{M}} \), or with the weak-* topology. On account of (1.3), the sequence \( \{ g(u_n) du_n \} \) satisfies \( \| g(u_n) du_n \|_{\mathcal{M}} \leq C' \). (Throughout, \( C', \ldots \) will stand for constants that are independent of \( n \).)

Therefore, along a subsequence,

\[
g(u_{n'}) \frac{du_{n'}}{dx} \rightharpoonup \mu \quad \text{weak-* in } \mathcal{M}[a, b]
\]

to some measure \( \mu \). Example 1.1 illustrates that, even if \( u_n(x) \rightarrow u(x) \) pointwise, the sequence \( \{ g(u_n) du_n \} \) may have multiple limit points in the weak-* topology.

**Example 1.1.** Let \( u_0, u_1 \) be two states in \( \mathbb{R}^N \), \( x_0 \in (a, b) \) and \( \pi : [0, 1] \rightarrow \mathbb{R}^N \) be a Lipschitz continuous path satisfying \( \pi(0) = u_0 \) and \( \pi(1) = u_1 \). Consider the sequence of functions \( v_n \), defined by

\[
v_n(x) := \begin{cases} u_0 & \text{if } x \in [a, x_0 - 1/n], \\ \pi \left( \frac{x - (x_0 - 1/n)}{2/n} \right) & \text{if } x \in [x_0 - 1/n, x_0 + 1/n], \\ u_1 & \text{if } x \in [x_0 + 1/n, b]. \end{cases}
\]
As $n \to \infty$, the sequence $\{v_n\}$ converges pointwise,

$$v_n(x) \to v(x) := \begin{cases} u_0 & \text{if } x \in [a, x_0), \\ \pi(1/2) & \text{if } x = x_0, \\ u_1 & \text{if } x \in (x_0, b], \end{cases}$$

and a calculation shows that

$$\int_a^b \varphi(x) g(v_n(x)) \frac{dv_n}{dx} \, dx \to \left( \int_0^1 g(\pi(s)) \pi'(s) \, ds \right) \varphi(x_0)$$

for $\varphi \in \mathcal{C}[a, b]$. That is,

$$g(v_n) \frac{dv_n}{dx} \rightharpoonup c(g, \pi) \delta_{x_0} \quad \text{weak-}^\ast \text{ in } \mathcal{M}[a, b],$$

where $\delta_{x_0}$ stands for the Dirac measure at $x_0$ and the scalar $c(g, \pi)$ is given by the formula

$$c(g, \pi) := \int_0^1 g(\pi(s)) \pi'(s) \, ds.$$

Therefore, first, the limit points of $\{g(v_n) \frac{dv_n}{dx}\}$ depend on the limiting graph selected by $\{v_n\}$, expressed via the path $\pi$. Second, by mixing sequences whose internal structure is described by several distinct paths $\pi_j$, it is easy to generate a sequence $\{v_n\}$ which converges pointwise to the (same) limit $v$, but where $\{g(v_n) \frac{dv_n}{dx}\}$ has multiple weak-\$^\ast$ limit points. There exists a notable exception to these features: If $g = \nabla f$ for some $f : \mathbb{R}^N \to \mathbb{R}$, then $c(g, \pi) = f(u_1) - f(u_0)$ and the weak-\$^\ast$ limit (1.7) is independent of $\pi$.

To characterize the weak-\$^\ast$ limit points of $\{g(u_n)du_n\}$ we follow the approach of Tartar [29], in his representation theory of weak limits via Young measures. Let $\mathcal{C}_0([a, b] \times \mathbb{R}^N)$ be the space of $\mathbb{R}^N$-valued continuous functions $f = f(x, \lambda)$ that tend to zero as $\lambda \in \mathbb{R}^N$ tends to infinity, equipped with the sup-norm, and let $\mathcal{M}([a, b] \times \mathbb{R}^N) = \left[ \mathcal{C}_0([a, b] \times \mathbb{R}^N) \right]^\ast$ be the dual space of Radon measures on $[a, b] \times \mathbb{R}^N$. Define the Radon measures $p_n$ by

$$\langle p_n, f \rangle := \int_a^b f(x, u_n(x)) \, du_n(x) \quad \text{for } f \in \mathcal{C}_0([a, b] \times \mathbb{R}^N).$$

Then (1.3) implies that

$$| \langle p_n, f \rangle | \leq \left( TV_{[a, b]} (u_n) \right) \sup_{x \in [a, b], |\lambda| \leq C} |f(x, \lambda)|$$

and, hence, $\|p_n\|_\mathcal{M} \leq C$. There exist a subsequence $\{p_{n_k}\}$ and a measure $p \in \mathcal{M}([a, b] \times \mathbb{R}^N)$ such that

$$p_{n_k} \rightharpoonup \ast p \quad \text{weakly-}^\ast \text{ in } \mathcal{M}([a, b] \times \mathbb{R}^N).$$

The question becomes to characterize the weak-\$^\ast$ limit points of the sequence $\{p_n\}$.

The characterization is effected by using the concept of graph completion or (as we prefer to call it) generalized graph. This concept was introduced by Bressan and
Rampazzo [3] in a context of control problems and turns out to be sufficiently
discriminating to capture the limiting graphs of the sequence $\{u_n\}$. Generalized
digraphs were used by Dal Maso, LeFloch, and Murat [10] and Raymond [27] as intermediate
steps in their definitions of nonconservative products.

**Definition 1.2** (see [3]). A generalized graph of $u$ is a map $(X, U) : [0, 1] \to
[a, b] \times \mathbb{R}^N$ such that $X$, $U$ are Lipschitz continuous and satisfy

1. $(X(0), U(0)) = (a, u(a))$, $(X(1), U(1)) = (b, u(b))$;
2. $X$ is increasing: $s_1 < s_2$ implies $X(s_1) \leq X(s_2)$;
3. given $y \in [a, b]$, there exists $s \in [0, 1]$ such that $X(s) = y$, $U(s) = u(y)$.

Our aim is to reveal the central role of generalized graphs in providing a ge-ometrically motivated definition of nonconservative products. To this end we ex-plot an equivalence relation on the space of continuous functions, accounting for reparametrizations of graphs, and the associated pseudometric of uniform graph con-vergence [3]. By definition, a sequence of graphs $\{gr(u_n)\}$ is Cauchy in the sense of
graph convergence, if upon reparametrizing its elements $gr(u_n)$ we obtain a Cauchy
sequence in the uniform metric. We will show that, given a sequence of continuous
functions $\{u_n\}$ that is bounded in $BV[a, b]$, generalized graphs emerge as and are
in correspondence to limit points of the sequence of graphs of $u_n$, $\{gr(u_n)\}$, in the
pseudometric of uniform graph convergence. Therefore, the terminology “graph com-pletion” is somewhat misleading, in that it suggests that the completion of the graph is efected arbitrarily from the outside. Since such objects emerge as limits of graphs
of sequences of continuous functions, we opt for the more pertinent terminology gen-eralized graph. Using this notion we prove a representation theorem on the weak-\ast limits in (1.4) and (1.10).

**Theorem 1.3.** (a) Let $\{u_n\}$ be a sequence of continuous functions satisfying
the uniform bounds (1.3). There exists a subsequence $\{u_{n_k}\}$ and a generalized graph
$(X, U)$ such that, for any continuous function $g = g(\lambda)$, we have

$$
\int_{[a, b]} \theta(x) g(u_{n_k}(x)) \, du_{n_k}(x) \to \langle \mu(g), \theta \rangle \quad \text{for } \theta \in C[a, b],
$$

where $\mu : C_0(\mathbb{R}^N) \to M[a, b]$ is defined by

$$
\langle \mu(g), \theta \rangle = \int_0^1 \theta(X(s)) g(U(s)) \, dU(s).
$$

(b) Conversely, given a generalized graph $(X, U)$, let $\mu$ be defined by (1.12). There
exists a sequence of Lipschitz functions $\{u_n\}$, uniformly bounded in $BV$, such that for
any continuous $g$

$$
g(u_n) du_n \rightharpoonup u(g) \quad \text{weak-\ast in } M[a, b].
$$

The plan of the article is as follows. Section 2 is preliminary, presenting a change
of variable formula for Borel–Stieltjes integrals, an equivalence relation account-ing for
reparametrizations of continuous paths, and the notion of uniform graph convergence.
The case of a continuous BV function is also considered; we introduce the arc-length
(or canonical) parametrization of the graph of $u$ and use it, in conjunction with the
change of variable formula, to explore the ramifications of definition (1.2) for the
nonconservative product $g(u) \, du$, with $u \in C \cap BV$.

In sections 3 and 4 we study properties of sequences of continuous functions $\{u_n\}$
that are bounded in $BV[a, b]$. After presenting the notion of a generalized graph,
we show that, first, generalized graphs arise as limits of subsequences to \( \{gr(u_n)\} \) in the pseudometric of graph convergence and, second, that a given generalized graph can always be approximated by a suitable sequence of graphs of continuous functions. The results are summarized in Theorem 3.2 and are put in a metric space framework at the end of section 3.1. Then in section 3.2 we prove a representation theorem.

The representation theorem suggests to define nonconservative products as measures based on generalized graphs. Two definitions, along with associated weak stability theorems, are pursued: In section 4.1, the nonconservative product is defined as a Radon measure (Definition 4.1), while, in section 4.2, it is defined as a signed Borel measure via its distribution function (Definition 4.4). The definitions are equivalent and invariant under reparametrizations of the geometric graph determined by \((X,U)\); i.e., they depend on the equivalence class of the generalized graph \((X,U)\) but not on the specific representative.

In sections 4.3 and 4.4, we compare various definitions of nonconservative products. To assess the issue, it is instructive to keep in mind the analogy to the solution of the Riemann problem for hyperbolic systems. There exist two approaches for solving the Riemann problem: In the first the solution is effected by patching together elementary solutions (shocks, rarefaction waves, and contact discontinuities), while in the second the whole wave fan is visualized to emerge as a single structure in a small parameter (viscosity, relaxation, etc.) limit of a higher-order theory. Accordingly, two viewpoints for defining nonconservative products can be taken: (i) the product is defined in a pointwise fashion by using a predetermined family of paths at points of jump discontinuity, (ii) the product is defined on the whole structure (the generalized graph). The comparison hinges on the relation between generalized graphs and graphs of functions of bounded variation (Propositions 4.7 and 4.8). The emerging definitions are consistent, with each being more adept for a different range of applications. Section 4.4 analyzes several typical examples of nonconservative products.

We complete the article with a study of the Riemann problem for quasi-linear hyperbolic systems. For genuinely nonlinear systems the solution of the Riemann problem is established in LeFloch [14] and Dal Maso, LeFloch, and Murat [10]. The main step is a construction of the shock curves in the nonconservative case, in the spirit of Lax [13]. The present result is based on an entirely different construction process, following the method of self-similar zero-viscosity limits (see Dafermos [9], Tzavaras [30]). It yields a solution for weak waves of the Riemann problem in the class of general strictly hyperbolic systems with no further assumptions (like genuine nonlinearity or finite number of inflection points) on the characteristic fields. The necessary a priori BV estimates are established in the companion articles [18, 19].

2. Preliminary notions.

2.1. Change of variables formula. Throughout, we work in the framework of functions of bounded variation. The total variation of an \( \mathbb{R}^N \)-valued function \( u \) on an interval \([a, b]\) is defined by

\[
TV_{[a,b]}(u) := \sup \sum_{i=1}^{n} |u(x_i) - u(x_{i-1})|,
\]

where \(| \cdot |\) stands for the Euclidean length in \( \mathbb{R}^N \) and the supremum is taken over all finite partitions \( a = x_0 < x_1 < \cdots < x_n = b \). Let \( u : [a, b] \to \mathbb{R}^N \) be a function of bounded variation and let \( T_u : [a, b] \to [0, \infty) \) be the total variation function of \( u \),
defined by

$$T_u(x) := TV_{[a,x]}(u) \quad \text{for } x \in [a,b].$$

The domain of $u$ can be decomposed into two disjoint sets: $C_u$ the set of points of continuity of $u$ and $S_u$ the set of points of discontinuity, respectively. The set $S_u$ is at most countable, and the right and left limits $u(x+), u(x-)$, for $x \in (a, b)$, and $u(a+), u(b-)$ exist and are finite. We use the notation $u(a-) = u(a)$ and $u(b+) = u(b)$. Note that $x$ is a point of (right or left) continuity for $u$ if and only if $x$ is a point of (right or left) continuity for $T_u$. In the particular case that $u$ is Lipschitz continuous (or even when $u$ is absolutely continuous, $u \in W^{1,1}(a,b)$), the total variation function $T_u$ can be computed by the formula

$$T_u(x) = \int_a^x |u'(y)| \, dy.$$  

If $u$ is of bounded variation and right continuous on $(a, b)$, there exists a unique finite, signed Borel measure $\mu_u$ generated by $u$,

$$u(x) - u(a+) = \mu_u([a,x]) \quad \text{for } x \in (a,b], \quad u(a+) - u(a) = \mu_u(\{a\}).$$

The measure $\mu_u$ is typically denoted by $du$, its total variation measure satisfies $|du| = dT_u$, and it can be decomposed into an absolutely continuous part $u'(x)dx$, an atomic part $d_a u$, and a singular part (relative to the Lebesgue measure) $d_s u$, according to the formula $du = u'(x)dx + d_a u + d_s u$.

For functions $u, v : [a, b] \to \mathbb{R}^N$ right continuous and of bounded variation, there is an integration by parts formula: If $u$ and $v$ have no common points of discontinuity, $S_u \cap S_v = \emptyset$, then

$$\int_{[a,\beta]} u(x) d\alpha(x) + \int_{[a,\beta]} v(x) d\beta(x) = v(\beta+)u(\beta+) - v(\alpha-)u(\alpha-)$$

for any $[\alpha, \beta] \subset [a, b]$. (Here and in what follows we use the notation $v \, du$ to mean the inner product $\sum_i v_i du_i$, where $u_i$ and $v_i$ are the components of $u$ and $v$, respectively.) If $v$ is absolutely continuous, (2.3) takes the more conventional form

$$\int_{[a,\beta]} v(x) d\alpha(x) = - \int_{[a,\beta]} u(x) v'(x) dx + v(\beta+)u(\beta+) - v(\alpha-)u(\alpha-).$$

We will need certain change of variable formulas that follow from a general measure theoretic construction. We first outline the general construction of image measures, taken out of Folland [11, p. 287]. Let $(\Omega, B, \mu)$ be a measure space, let $(\Omega', B')$ be a measurable space, and let $\varphi : \Omega \to \Omega'$ be a $(B, B')$-measurable map. Then $\mu$ induces an image measure $\mu^{\varphi}$ on $\Omega'$ by

$$\mu^{\varphi}(E) = \mu(\varphi^{-1}(E)) \quad \text{for } E \in B'.$$

It is easy to check that $\mu^{\varphi}$ defines a measure on $(\Omega', B')$. (The reader is warned not to confuse the measure $\mu^{\varphi}$ with the Borel measure $\mu_u$ generated by the right continuous BV function $u$.) One also has the formula.

**Proposition 2.1.** If $f : \Omega' \to \mathbb{R}$ is a measurable function, then

$$\int_{\Omega'} f \, d\mu^{\varphi} = \int_{\Omega} (f \circ \varphi) \, d\mu$$

whenever either side is defined.
The proof of (2.6) follows the familiar process of first proving it for characteristic functions \( f = \mathbb{1}_E \) with \( E \in \mathcal{B}' \), by using \( \mathbb{1}_E \circ \varphi = \mathbb{1}_{\varphi^{-1}(E)} \) and (2.5), then for simple functions and finally for integrable functions; cf. [11, p. 287]. In probability theory, when \( \mu \) is a probability measure and \( \varphi : \Omega \to \mathbb{R} \) is a Borel-measurable real-valued function, the image measure \( \mu^\varphi \) is called the distribution of the random variable \( \varphi \).

For \( u \) a right continuous function of bounded variation, let \( L^1(du) \) denote the integrable functions with respect to the (signed) vector measure \( du \). For instance, all the bounded, Borel measurable functions belong to \( L^1(du) \). Proposition 2.1 provides certain change of variable formulas for Borel–Stieltjes integrals that are used extensively in the sequel.

**Theorem 2.2.** Let \( u : [a, b] \to \mathbb{R}^N \) be a right continuous function of bounded variation, and let \( X : [0, 1] \to [a, b] \) be a continuous increasing (not necessarily strictly increasing) change of variables with \( X(0) = a, X(1) = b \).

(a) If \( X^{-1} \) denotes the left-continuous inverse of \( X \), then, for \( f \in L^1(du) \), we have

\[
\int_{[0,1]} f(s) \, d(u \circ X)(s) = \int_{[a,b]} f \circ X^{-1}(x) \, du(x).
\]

(b) For any function \( g \in L^1(du) \), we have

\[
\int_{[0,1]} (g \circ X)(s) \, d(u \circ X)(s) = \int_{[a,b]} g(x) \, du(x).
\]

Formula (2.8) when \( du \) is the Lebesgue measure is stated as an exercise in Folland [11, p. 103]. It is easy to construct examples showing that (2.8) fails if the hypothesis “\( X \) continuous” is replaced by “\( X \) right continuous.”

**Proof.** We first establish (2.7) and (2.8) under the hypotheses

\[
u : [a, b] \to \mathbb{R} \quad \text{increasing and right continuous,}
\]

\[
f : [0, 1] \to [0, \infty] \quad \text{Borel measurable,}
\]

\[
g : [a, b] \to [0, \infty] \quad \text{Borel measurable.}
\]

Since \( X \) is increasing, the inverse of \( X \) is a multivalued increasing map. We select the single-valued left-continuous inverse \( \varphi = X^{-1} \) of the map \( X \). Note that \( X \circ \varphi = id \), but in general \( \varphi \circ X \neq id \). The function \( \varphi : [a, b] \to [0, 1] \) is single valued, increasing, and satisfies

\[
\varphi^{-1}\left((s, \tau]\right) = (X(s), X(\tau]) \quad \text{for } s, \tau \in [0, 1].
\]

Since the half-open intervals generate the Borel \( \sigma \)-algebra, \( \varphi \) is a \((\mathcal{B}_{[a,b]}, \mathcal{B}_{[0,1]})\)-measurable map, that is, a Borel measurable map. Also, \( f \circ \varphi \) is Borel measurable as well.

Let \( \mu_u \) be the Borel measure generated by \( u \), and let \( \mu_u^\varphi \) be the image measure of \( \mu_u \) under \( \varphi \). Then

\[
\mu_u^\varphi\left((s, \tau]\right) = \mu_u\left(\varphi^{-1}\left((s, \tau]\right)\right) = \mu_u\left((X(s), X(\tau])\right) = \mu_{u \circ X}\left((s, \tau]\right).
\]

Since \( \mu_u^\varphi \) and \( \mu_{u \circ X} \) agree on the half-open intervals, the extension theorems for pre-measures (e.g., [11, Thms. 1.14 and 1.16]) imply \( \mu_u^\varphi = \mu_{u \circ X} \) on the Borel sets \( \mathcal{B}_{[0,1]} \). Formula (2.7) is then a consequence of Proposition 2.1. In turn, (2.8) follows from (2.7), upon setting \( f = g \circ X \) and using the identity \( X \circ \varphi = id \).
Once (2.7) and (2.8) are established under (2.9), they are extended to hold under the hypotheses of Theorem 2.2. Consider, for instance, (2.7). It is first extended to hold for Borel measurable functions $f : [0, 1] \to \mathbb{R}$ that are integrable with respect to $d(u \circ X)$, by using the decomposition $f = f^+ - f^-$, with $f^+, f^- \in L^1 \{d(u \circ X)\}$. Next, if $u : [a, b] \to \mathbb{R}$ is a function of bounded variation, it can be decomposed in the form $u = u_1 - u_2$, with $u_1, u_2$ increasing and thus $d u_1, d u_2$ positive measures. Using the induced decomposition $d(u \circ X) = d(u_1 \circ X) - d(u_2 \circ X)$ of the signed measure $d(u \circ X)$ into a difference of positive measures, we can extend (2.7) to hold in this case also. Finally, the extension to the vector-valued case is trivial. \hfill \Box

Theorem 2.2 also yields a simple proof of the chain rule for Lipschitz functions in the one-dimensional context (see Marcus and Mizel [21], Boccardo and Murat [2]).

**Corollary 2.3.** Suppose that $u : [a, b] \to \mathbb{R}^N$ is absolutely continuous and $X : [0, 1] \to [a, b]$ is increasing, continuous, and onto. Then

$$
(2.10) \quad d(u \circ X) = (u' \circ X) dX.
$$

If $X$ is absolutely continuous, then

$$
(2.11) \quad \frac{d}{ds}(u \circ X)(s) = u'(X(s)) \frac{dX(s)}{ds} \quad \text{for almost everywhere (a.e.) } s \in [0, 1].
$$

**Proof.** We will show that

$$
\int_0^t d(u \circ X) = \int_0^t u'(X(s)) dX(s) \quad \text{for } s \in [0, 1].
$$

Fix $s \in [0, 1]$ and let $y = X(s)$ and $\bar{s} = \inf \{s \in [0, 1] : X(s) > y\}$. Then $X(\tau) = y$ on the interval $[s, \bar{s}]$, and (2.8) in Theorem 2.2 implies

$$
\int_0^t d(u \circ X) = \int_0^{\bar{s}} d(u \circ X) = \int_{[a, y]} du(x) = \int_{[a, y]} u'(x) dx = \int_0^s u'(X(s)) dX(s) = \int_0^s u'(X(s)) dX(s).
$$

Hence, (2.10) follows.

If $X$ is absolutely continuous, then $u \circ X$ is also absolutely continuous and (2.11) follows from (2.10). \hfill \Box

Let $BV[a, b]$ be the set of all functions $u : [a, b] \to \mathbb{R}^N$ of bounded variation. The space $BV[a, b]$ can be identified to the space of (equivalence classes of) functions $u$ in $L^1(a, b)$ whose distributional derivative, $du/dx$, is a finite, signed Borel measure. To see that, let $u \in BV[a, b]$ and let $\tilde{u}$ denote a right continuous BV function such that $u = \tilde{u}$ a.e. (the function $\tilde{u}$ is uniquely determined by the equivalence class of $u$). By the Riesz representation theorem, the signed Borel measure $d\tilde{u}$, generated by $\tilde{u}$, can be identified with a bounded linear functional $\nu_\tilde{u}$ on $C[a, b]$,

$$
(2.12) \quad \langle \nu_\tilde{u}, \theta \rangle = \int_{[a, b]} \theta(x) d\tilde{u}(x) \quad \text{for } \theta \in C[a, b].
$$

Then (2.4) implies that, for $\varphi \in C^1(a, b)$,

$$
(2.13) \quad \langle \nu_\tilde{u}, \varphi \rangle = \int_{(a, b)} \varphi(x) d\tilde{u}(x) = - \int_{(a, b)} \varphi'(x) u(x) dx,
$$

where $\nu_\tilde{u}$ is the signed measure $\tilde{u}$.
i.e., the distributional derivative of \( u \) satisfies \( du/dx = \nu_\alpha \). Moreover,
\[
(2.14) \quad |\nu_\alpha|[a, b]) = TV_{\nu_\alpha}(\bar{\alpha}).
\]

We note that if another representative is used on the right of (2.14), then equality is in general replaced by a strict inequality. The space \( BV[a, b] \), when equipped with the norm
\[
\|u\|_{BV} = \|u\|_{L^1} + |\nu_\alpha|[a, b]),
\]
becomes a Banach space. For functions of one variable, it is customary to use the equivalent norm
\[
\|u\|_{BV} = \|u\|_{L^\infty} + |\nu_\alpha|[a, b]).
\]

We refer to folklore [11] and Volpert [31] for further information on the theory of \( BV \) functions.

\subsection{2.2. Reparametrizations and distance of graphs.}

We present first the notion of uniform graph convergence [3, 10], which emerges when continuous paths are studied from the viewpoint of identifying two paths if their ranges coincide. In \( C[0, 1] \), the space of continuous paths \( V : [0, 1] \to \mathbb{R}^M \), an equivalence relation is introduced.

**Definition 2.4.** We say that \( V_1 \) and \( V_2 \) are equivalent, \( V_1 \sim V_2 \), if and only if there exist two continuous, increasing (but not necessarily strictly increasing) and surjective maps \( \gamma_1, \gamma_2 : [0, 1] \to [0, 1] \) such that \( V_1 \circ \gamma_1 = V_2 \circ \gamma_2 \).

The following lemma is proved in [3, Lemma 1].

**Lemma 2.5.** Let \( V_1, V_2 \in C[0, 1] \). Given two continuous, increasing, and surjective maps \( \gamma_1, \gamma_2 : [0, 1] \to [0, 1] \) there exist two increasing, surjective maps \( \alpha_1, \alpha_2 : [0, 1] \to [0, 1] \), Lipschitz continuous with Lipschitz constant \( 3 \), such that
\[
\max_{[0,1]} |V_1 \circ \alpha_1 - V_2 \circ \alpha_2| = \max_{[0,1]} |V_1 \circ \gamma_1 - V_2 \circ \gamma_2|.
\]

Therefore, \( V_1 \sim V_2 \) if and only if there exist two Lipschitz continuous, increasing, and surjective maps \( \alpha_1, \alpha_2 : [0, 1] \to [0, 1] \) such that \( V_1 \circ \alpha_1 = V_2 \circ \alpha_2 \).

If \( V \) is continuous and of bounded variation (and \( TV_{\nu_\alpha}(V) \neq 0 \)), then \( V^c : [0, 1] \to \mathbb{R}^M \), the canonical parametrization of \( V \), is defined by
\[
(2.15) \quad V^c(\tau) = V(s), \quad \tau = \frac{1}{L} TV(s), \quad \text{where } L := TV_{\nu_\alpha}(V),
\]
the total variation function \( TV \) being defined by (2.1). It is easy to check that \( V^c \) is well defined and, for \( \tau_1 < \tau_2 \),
\[
(2.16) \quad |V^c(\tau_2) - V^c(\tau_1)| = |V(s_2) - V(s_1)| \leq TV(s_2) - TV(s_1) = L(\tau_2 - \tau_1).
\]

Hence, \( V = V^c \circ \gamma \) where \( V^c \) is a Lipschitz continuous path and \( \gamma = (1/L)TV \) is continuous. The equivalence relation separates \( C[0, 1] \) into equivalence classes that satisfy the following properties:

1. If \( V_1 \sim V_2 \) and \( V_1 \) is of bounded variation, then \( V_2 \) is of bounded variation.
2. If \( V \) is of bounded variation, then a Lipschitz continuous representative of the class can be selected, \( V^c \).
3. If \( V_1, V_2 \) are of bounded variation, then \( V_1 \sim V_2 \) if and only if \( V_1^c = V_2^c \).
Statements (1) and (2) are clear. To show (3), suppose that \( V_1 \sim V_2 \) are of bounded variation and introduce the canonical parametrizations \( V_i = V_i^c \circ \gamma_i \), where
\[
\gamma_i = (1/L_i)T_{V_i} \quad \text{for} \ i = 1, 2.
\]
Let \( \alpha_1, \alpha_2 : [0, 1] \to [0, 1] \) be Lipschitz continuous, increasing, surjective maps such that \( V_1 \circ \alpha_1 = V_2 \circ \alpha_2 \). Then \( T_{V_i} \circ \alpha_1 = T_{V_2} \circ \alpha_2 \), \( \gamma_1 \circ \alpha_1 = \gamma_2 \circ \alpha_2 \), and thus \( V_1^c = V_2^c \).

On the space of continuous paths, we define a distance function:
\[
\text{dist}(V_1, V_2) := \inf_{\gamma_1, \gamma_2} \max_{s \in [0, 1]} |(V_1 \circ \gamma_1)(s) - (V_2 \circ \gamma_2)(s)|,
\]
where the infimum is taken over all continuous, increasing, and surjective maps \( \gamma_1, \gamma_2 : [0, 1] \to [0, 1] \). Bressan and Rampazzo [3] introduce the distance and show that it defines a pseudometric,
\[
\begin{align*}
\text{dist}(V_1, V_2) &= \text{dist}(V_2, V_1), \\
\text{dist}(V, V) &= 0, \\
\text{dist}(V_1, V_3) &\leq \text{dist}(V_1, V_2) + \text{dist}(V_2, V_3),
\end{align*}
\]
and that, by virtue of Lemma 2.5, the infimum in (2.15) is attained on two Lipschitz continuous paths \( \alpha_1, \alpha_2 \), so that the distance can be computed by
\[
\text{dist}(V_1, V_2) = \max_{s \in [0, 1]} |(V_1 \circ \alpha_1)(s) - (V_2 \circ \alpha_2)(s)|.
\]
In particular, that implies \( \text{dist}(V_1, V_2) = 0 \) if and only if \( V_1 \sim V_2 \) and, thus, if the distance is viewed on the quotient space \( \mathcal{X} = \mathcal{C}([0, 1]; \mathbb{R}^M)/\sim \), it induces a metric. (Working with equivalence classes has the disadvantage of being cumbersome and identifying otherwise different functions; we will avoid doing that directly, but it is instructive to keep the structure in mind.) The associated convergence is called uniform graph convergence and is denoted by \( V_n \xrightarrow{d} V \) if \( \{V_n\} \) converges in graph to \( V \) if \( \text{dist}(V_n, V) \to 0 \). Equivalently, \( V_n \xrightarrow{d} V \) if there exist two Lipschitz continuous, increasing, surjective maps \( \alpha_n, \alpha : [0, 1] \to [0, 1] \) such that
\[
\text{dist}(V_n, V) = \max_{s \in [0, 1]} |V_n \circ \alpha_n - V \circ \alpha| \to 0 \quad \text{as} \ n \to \infty.
\]

Finally we state a compactness result in Proposition 2.6.

**Proposition 2.6.** Let \( \{V_n\} \) be a sequence of continuous functions on \( [0, 1] \) that are of uniformly bounded total variation. There exists a subsequence \( \{V_{n_k}\} \) and a Lipschitz continuous representative \( V^c : [0, 1] \to \mathbb{R}^M \) such that \( V_{n_k} \xrightarrow{d} V^c \).

**Proof.** Let \( V_n^c \) be the canonical representatives of \( V_n \), say, \( V_n = V_n^c \circ \gamma_n \). By (2.15)-(2.16), \( V_n^c \) are uniformly Lipschitz continuous, with Lipschitz constant equal to the uniform variation bound of the sequence \( V_n \). Since \( V_n \sim V_n^c \), Lemma 2.5 implies there exist sequences \( \alpha_n, \beta_n \) of uniformly Lipschitz continuous parametrizations such that \( V_n \circ \alpha_n = V_n^c \circ \beta_n \). By the Ascoli-Arzela theorem there exist subsequences \( V_{n_k}^c, \alpha_{n_k}, \beta_{n_k} \), and Lipschitz continuous functions \( V^c : [0, 1] \to \mathbb{R}^M \) and \( \alpha, \beta : [0, 1] \to [0, 1] \) so that \( V_{n_k}^c \to V^c \), \( \alpha_{n_k} \to \alpha \), and \( \beta_{n_k} \to \beta \) uniformly on \( [0, 1] \). Then
\[
V_{n_k} \circ \alpha_{n_k} = V_{n_k}^c \circ \beta_{n_k} = (V_{n_k}^c \circ \beta_{n_k} - V_{n_k}^c \circ \beta) + V_{n_k}^c \circ \beta \to V^c \circ \beta
\]
uniformly on \([0, 1]\) and, thus, \( V_{n_k} \xrightarrow{d} V^c \). \( \Box \)
2.3. Nonconservative products for continuous BV functions. The concepts of canonical parametrization and distance of continuous paths have implications when applied to graphs of continuous functions of bounded variation.

Let \( u : [a, b] \to \mathbb{R}^N \) be a continuous function of bounded variation. The graph of \( u \),

\[
gr(u) := \{ (x, u(x)) : x \in [a, b] \}
\]
is a continuous curve in \( \mathbb{R} \times \mathbb{R}^N \). We introduce a canonical representative in the spirit of (2.15) (cf. [10]). Let \( \sigma : [a, b] \to [0, 1] \) be defined by

\[
\sigma(x) := \frac{1}{L} (x - a + T_u(x)), \quad \text{where } L := b - a + TV_{[a, b]}(u) > 0.
\]

Then \( \sigma \) is strictly increasing, continuous, and surjective and satisfies \( \sigma(a) = 0 < \sigma(x) < 1 = \sigma(b) \) for \( x \in (a, b) \). The inverse of \( \sigma \) is a function \( X : [0, 1] \to [a, b] \), which is strictly increasing, continuous, and surjective. If we set \( U := u \circ X \), the function \( (X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N \) is a representative of the graph of \( u \). Further, if \( s_1 \prec s_2 \) in \([0, 1]\) and \( y_1, y_2 \) their respective images under \( X \), \( \sigma(y_1) = s_1 \) and \( \sigma(y_2) = s_2 \), then

\[
X(s_2) - X(s_1) = y_2 - y_1 \leq L(\sigma(y_2) - \sigma(y_1)) = L(s_2 - s_1),
\]

\[
|U(s_2) - U(s_1)| = |u(y_2) - u(y_1)| \leq T_u(y_2) - T_u(y_1) \leq L(s_2 - s_1).
\]

Hence, \( (X, U) \) is Lipschitz continuous with Lipschitz constant \( L \) and will be referred to as the arc-length parametrization (or canonical representative) of the graph of \( u \in \mathcal{C} \cap BV \).

The terminology “arc-length parametrization” is justified as follows: Since \( T_u \circ X = T_u \circ X = T_U \), the parametrization \( (X, U) \) satisfies

\[
s = \sigma(X(s)) = \frac{1}{L} (X(s) - a + T_U(s))
\]

for \( s \) in \([0, 1]\). Therefore, (2.21) implies

\[
\frac{dX}{ds} + \frac{dU}{ds} = L,
\]

which means that the tangent vector to the curve \( (X(s), U(s)) \) has constant length equal to \( L \). Strictly speaking, the arc-length parametrization corresponds to \( L = 1 \) in (2.22). This can be attained by stretching the interval \([0, 1]\), but we avoid that here.

The graph of a continuous BV function \( u \) may be represented by several continuous, increasing, and surjective parametrizations \( (Y, V) : [0, 1] \to [a, b] \times \mathbb{R}^N \) with \( Y \) increasing. The representative can always be chosen to be a Lipschitz continuous path \( (X, U) \) with \( X \) strictly increasing. The distance between two graphs represented by \( (Y, V) \) and \( (\tilde{Y}, \tilde{V}) \) is defined by \( \text{dist}(Y, V, (\tilde{Y}, \tilde{V})) \) as in (2.17). The notion of distance and the equivalence relation \( \sim \) provide a suitable tool for factoring representatives of the same graph (viewed as a geometric object). In what follows, we use the notation \( (Y, V) \sim gr(u) \) to denote the general continuous representative \( (Y, V) \) of the graph of \( u \) and retain the notation \( (X, U) \) for the arc-length parametrization or for the associated notion of generalized graph defined in section 3.1.

The arc-length parametrization \( (X, U) \) may be used to express the Borel measure \( du \) generated by a continuous function of bounded variation \( u \). Using Theorem 2.2,
for the change of variable \( x = X(s) \), we obtain

\[
    (2.23) \quad \int_{[a,b]} \theta (x) \, du(x) = \int_0^1 (\theta \circ X)(s) \frac{dU}{ds} \, ds \quad \text{for } \theta \in C[a,b].
\]

The left side in (2.23) is interpreted as a Borel–Stieljes integral, while the right side is a Lebesgue integral; the formula is useful for theoretical computations involving the measure \( du \). If \((Y, V)\) is an equivalent continuous representative of \( gr(u) \), \((X, U)\) ~ \((X, U)\), repeated use of Theorem 2.2 implies

\[
    \int_{[a,b]} \theta (x) \, du(x) = \int_0^1 (\theta \circ X)(s) \, dU(s) = \int_0^1 (\theta \circ Y)(s) \, dV(s).
\]

That is, the Borel measure \( du \) depends on \( gr(u) \) but not on the particular representative.

We turn now to the definition of nonconservative products for continuous functions of bounded variation. A natural way of defining \( \mu = g(u) \frac{du}{dx} \) is as a Borel measure, via (1.2). The definition is invariant under reparametrizations of \( gr(u) \) and reads

\[
    \left\langle g(u) \frac{du}{dx}, \theta \right\rangle = \int_0^1 (\theta \circ Y)(s) g(V(s)) \, dV(s) = \int_0^1 (\theta \circ X)(s) g(U(s)) \frac{dU}{ds} \, ds,
\]

where \((X, U)\) is the arc-length parametrization and \((Y, V) \sim gr(u)\) stands for a general representative of the graph of \( u \). This definition is consistent with the one proposed in section 4 for discontinuous BV functions.


3.1. Generalized graphs of BV functions. The graph of a general function \( u : [a, b] \to \mathbb{R}^N \) of bounded variation has jumps at the points of discontinuity of \( u \).

The notion of generalized graph (or graph completion), introduced by Bressan and Rampazzo [3], is an attempt to fill in the jumps by extending the idea of arc-length (or canonical) parametrization.

**Definition 3.1.** A **generalized graph** of \( u \) is a map \((X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N\) such that \( X, U \) are Lipschitz continuous and satisfy the following conditions:

1. \((X(0), U(0)) = (a, u(a))\), \((X(1), U(1)) = (b, u(b))\).
2. \( X \) is increasing: \( s_1 < s_2 \) implies \( X(s_1) \leq X(s_2) \).
3. Given \( y \in [a, b] \), there exists \( s \in [0, 1] \) such that \( X(s) = y \), \( U(s) = u(y) \).

The range of \((X, U)\) is a compact, connected set containing the graph of \( u \). Let \( \sigma = X^{-1} \) be the set theoretical inverse of \( X \); then \( \sigma : [a, b] \to [0, 1] \) is a strictly increasing, multivalued map. The set \( C_\sigma \) of points of continuity of \( \sigma \) (that is, the point where \( \sigma \) is single valued) is dense in \([a, b]\). The set \( S_\sigma \) of points of discontinuity of \( \sigma \) (that is, the points where \( \sigma \) is truly multivalued) is countable and serves as a counter of the jumps and possible loops attached to the graph of \( u \). In this paper, a point \( x \in S_\sigma \) is called a **point of jump** if \( u(x-) \neq u(x+) \) and a **loop** if \( u(x-) = u(x+) \).

The domain and range of \( \sigma \) admit the decompositions \([a, b] = C_\sigma \cup S_\sigma \) and

\[
    [0, 1] = \sigma(C_\sigma) \cup \sigma(S_\sigma) = \left( \bigcup_{y \in C_\sigma} \{\sigma(y)\} \right) \cup \left( \bigcup_{y \in S_\sigma} [\sigma(y-), \sigma(y+)] \right),
\]

respectively. The function \( u \) is recovered by the formula

\[
    u(y) = U(\sigma(y)) \quad \text{for } y \in C_\sigma.
\]
The following theorem indicates that the notion of generalized graph captures the limiting graphs selected by pointwise convergent sequences \( \{u_n\} \) of continuous functions that are stable in \( BV[a,b] \). Part (a) of the theorem below provides an extension (and an alternative proof) of the classical Helly selection principle.

**Theorem 3.2.** (a) Let \( \{u_n\} \) be a sequence of continuous functions \( u_n : [a,b] \rightarrow \mathbb{R}^N \) satisfying the uniform bounds (1.3) and let \( (X_n, U_n) \) be the arc-length parametrizations of \( gr(u_n) \). There exists a subsequence \( \{n_k\}_k \), a function of bounded variation \( u : [a,b] \rightarrow \mathbb{R}^N \), and an associated generalized graph \( (X, U) \) such that

1. \( (X_{n_k}, U_{n_k}) \xrightarrow{d} (X, U) \);
2. \( \sigma_{n_k}(y) \rightarrow \sigma(y), u_{n_k}(y) \rightarrow u(y) \) for all \( y \in \mathcal{C}_\sigma \) and a.e. in \( [a,b] \),

where \( \sigma_n = X_n^{-1} \) and \( \sigma = X^{-1} \) are the set theoretic inverses of \( X_n \) and \( X \), respectively.

(b) Conversely, given a generalized graph \( (X, U) \) associated with a BV function \( u \), there exists a sequence \( \{u_n\} \) of Lipschitz continuous functions such that

1. \( \{u_n\} \) is uniformly bounded in \( BV \),
2. \( (Y_n, V_n) \xrightarrow{d} (X, U) \) for any representative \( (Y_n, V_n) \sim gr(u_n) \),
3. \( u_n(y) \rightarrow u(y) \) for \( y \in \mathcal{C}_\sigma \) and a.e. in \( [a,b] \).

The proof is based on the following lemma.

**Lemma 3.3.** Suppose that \( (X_n, U_n) : [0,1] \rightarrow [a,b] \times \mathbb{R}^N \) satisfy the following conditions:

1. \( X_n \) is strictly increasing and surjective,
2. \( (X_n, U_n) \) are uniformly Lipschitz continuous,
3. \( (X_n, U_n) \) uniformly on \( [0,1] \).

Let \( \sigma_n = X_n^{-1}, u_n = U_n \circ X_n^{-1} \). Then \( (X_n, U_n) \) is a Lipschitz continuous representative of \( gr(u_n) \) and

\[
\text{dist}((Y_n, V_n), (X, U)) \rightarrow 0 \quad \text{for any representative } (Y_n, V_n) \sim gr(u_n),
\]

\[
\sigma_n(y) \rightarrow \sigma(y), \quad u_n(y) \rightarrow u(y) \quad \text{for all } y \in \mathcal{C}_\sigma.
\]

**Proof.** Since \( X_n \) is strictly increasing, the functions \( \sigma_n = X_n^{-1} : [a,b] \rightarrow [0,1] \) and \( u_n = U_n \circ X_n^{-1} \) are well defined and continuous. The couple \( (X_n, U_n) \) is a representative of the graph of \( u_n \).

Fix \( y \in \mathcal{C}_\sigma \) and let \( s = \sigma(y), s_n = \sigma_n(y) \). We can write the chain of identities

\[
s_n - s = \sigma_n(y) - \sigma(y) = \sigma(X(\sigma(y))) - \sigma(X(\sigma_n(y)))
\]

\[
= \sigma(X(s_n)) - \sigma(X_n(s_n)).
\]

Since \( X_n \rightarrow X \) uniformly and \( X_n(s_n) = y \in \mathcal{C}_\sigma \), we deduce \( s_n \rightarrow s \).

Next, assumption (2) implies

\[
|U_n(s_n) - U_n(s)| \leq \text{Lip}(U_n) |s_n - s| \rightarrow 0.
\]

Hence, \( u_n(y) = U_n(s_n) \rightarrow U(s) = u(y) \).

Finally, if \( (Y_n, V_n) \) is any continuous representative of \( gr(u_n) \), then

\[
\text{dist}((Y_n, V_n), (X, U)) \leq \text{dist}((X_n, U_n), (X, U)) \rightarrow 0 \quad \text{as } n \rightarrow \infty.
\]

This completes the proof. \( \square \)

**Proof of Theorem 3.2.** (a) The sequence \( \{u_n\} \) consists of continuous functions. Let \( (X_n, U_n) \) be the arc-length parametrizations of \( gr(u_n) \), defined by inverting

\[
\sigma_n(x) := \frac{1}{L_n}(x - a + T_{u_n}(x)), \quad L_n := b - a + T_{u_n}(b),
\]
and setting $X_n := \sigma_n^{-1}$, $U_n := u_n \circ X_n$. In view of (2.22) and (1.3), $(X_n, U_n)$ are uniformly Lipschitz continuous. There exists a subsequence $(X_{n_k}, U_{n_k})$ and a Lipschitz continuous function $(X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N$ such that

$$X_{n_k} \to X, \quad U_{n_k} \to U \quad \text{uniformly on} \quad [0, 1].$$

Hence, $\text{dist}((X_{n_k}, U_{n_k}), (X, U)) \to 0$ as $k \to \infty$, and (3.3), in conjunction with Lemma 3.3, yields the conclusion of part (a).

(b) Given a generalized graph $(X, U)$, let $(X_n, U_n)$ be defined by

$$X_n := \left(1 - \frac{1}{n}\right) X + \frac{1}{n} (a + (b - a)s), \quad U_n := U.$$

Then $X_n : [0, 1] \to [a, b]$ is strictly increasing, Lipschitz continuous, and surjective; $(X_n, U_n)$ are uniformly Lipschitz continuous, while $(X_n, U_n) \to (X, U)$ uniformly on $[0, 1]$. The functions $u_n$, defined by $u_n = U_n \circ X_n^{-1}$, are Lipschitz continuous and satisfy

$$\sup_{[a, b]} |u_n| = \sup_{[0, 1]} |U|,$$

$$TV_{[a, b]}(u_n) = TV_{[0, 1]} (U) \leq \text{Lip}(U).$$

The conclusion of part (b) now follows from Lemma 3.3. \(\square\)

It is instructive to place the above concepts in a functional analysis framework. Let

$$E = \{(Y, V) \in \mathcal{C}([0, 1]; [a, b] \times \mathbb{R}^N) : Y(0) = a, \ Y(1) = b\}$$

and $\mathcal{X} := (E/\sim)$ be the quotient space of $E$ over the equivalence relation $\sim$ introduced in Definition 2.4. The elements of $\mathcal{X}$ are equivalence classes of functions: $(Y_1, V_1)$, $(Y_2, V_2)$ are in the same equivalence class if and only if $(Y_1, V_1) \circ\alpha = (Y_2, V_2) \circ\beta$ for some Lipschitz and increasing reparametrizations of $[0, 1]$; that is, the curves determined by the functions $(Y_1, V_1)$ and $(Y_2, V_2)$ coincide. The elements of $\mathcal{X}$ can thus be visualized as geometric curves in $[a, b] \times \mathbb{R}^N$ with $Y(0) = a$, $Y(1) = b$.

If $(Y, V) \in E \cap BV$, one can select, using (2.19), a Lipschitz continuous representative of the equivalence class $[(Y, V)]$. This representative is denoted here by $(X, U)$ and is characteristic to the class. The reason is that, for $(Y, V)$ and $(\bar{Y}, \bar{V})$ of bounded variation, $(Y, V) \sim (\bar{Y}, \bar{V})$ if and only if the corresponding canonical representatives of $[(Y, V)]$ and $[(\bar{Y}, \bar{V})]$ are identical, $(X, U) = (\bar{X}, \bar{U})$. We emphasize that we can talk about the canonical representative only for $C \cap BV$ curves. (Recall that if one representative of the equivalence class is of bounded variation, any representative is of bounded variation.)

When $\mathcal{X}$ is equipped with the pseudometric $\text{dist}((Y, V), (\bar{Y}, \bar{V}))$, defined in (2.17), it becomes a metric space. Consider now the sets

$$\mathcal{F} = \{[(Y, V)] \in \mathcal{X} : (Y, V) \text{ is of bounded variation and } X \text{ is strictly increasing}\},$$

$$\mathcal{G} = \{[(Y, V)] \in \mathcal{X} : (Y, V) \text{ is of bounded variation and } X \text{ is increasing}\},$$

where $(X, U)$ always refers to the canonical representative of $[(Y, V)]$. Section 2.3 indicates that $\mathcal{F}$ can be identified with the set of continuous functions of bounded variation, $(C \cap BV)([a, b]; \mathbb{R}^N)$. The elements of $\mathcal{F}$ are viewed as the graphs of the functions
3.2. Representation of weak-$\ast$ limits. Consider a sequence $\{u_n\}$ of continuous functions satisfying the uniform bounds (1.3). The sequence $\{g(u_n)du_n\}$ may have multiple limit points in the weak-$\ast$ topology of $\mathcal{M}[a, b]$ (cf. Example 1.1). We now characterize such limits for any continuous $g$ in the following representation theorem.

Theorem 3.4. (a) Let $\{u_n\}$ be a sequence of continuous functions satisfying the uniform bounds (1.3). There exists a subsequence $\{u_{n_k}\}$ and a generalized graph $(X, U)$ such that, for any continuous function $g = g(\lambda)$, we have

$$\int_{[a, b]} \theta(x)g(u_{n_k}(x)) du_{n_k}(x) \to \langle \mu(g), \theta \rangle \quad \text{for} \quad \theta \in \mathcal{C}[a, b],$$

where $\mu : C_0(\mathbb{R}^N) \to \mathcal{M}[a, b]$ is defined by

$$\langle \mu(g), \theta \rangle = \int_0^1 \theta(X(s))g(U(s)) dU(s).$$

(b) Conversely, given a generalized graph $(X, U)$, let $\mu$ be defined by (3.7). There exists a sequence of Lipschitz functions $\{u_n\}$, uniformly bounded in $BV$, such that for any continuous $g$,

$$g(u_n)du_n \rightharpoonup \mu(g) \quad \text{weak-$\ast$ in} \quad \mathcal{M}[a, b].$$

Theorem 3.4 is based on a characterization of the weak-$\ast$ limit points to the sequence of Radon measures $\{\rho_n\}$ defined in (1.9). The key ingredient is the following weak stability type of theorem.

Theorem 3.5. Let $\{u_n\}$ be a sequence of continuous functions $u_n : [a, b] \to \mathbb{R}^N$ satisfying the uniform bounds (1.3), and let $(X_n, U_n)$ be the arc-length parametrization of $gr(u_n)$. If

$$(X_n, U_n) \xrightarrow{d} (X, U)$$

to some generalized graph $(X, U)$ associated with a $BV$ function $u$, then

$$\int_{[a, b]} f(x, u_n(x)) du_n(x) \to \int_0^1 f(X(s), U(s))dU(s) \quad \text{for} \quad f \in C_0([a, b] \times \mathbb{R}^N).$$

Proof. Let $(X_n, U_n)$ be the arc-length parametrizations of $gr(u_n)$, and let $(X, U)$ be a generalized graph of $u$. Hypothesis (3.9) implies that for some $\alpha_n$ and $\alpha$, Lipschitz continuous reparametrizations of the interval $[0, 1]$, we have

$$Y_n := X_n \circ \alpha_n \to X \circ \alpha =: Y \quad \text{uniformly on} \quad [0, 1],$$

$$V_n := U_n \circ \alpha_n \to U \circ \alpha =: V \quad \text{uniformly on} \quad [0, 1].$$
By virtue of Theorem 2.2, we may express the integrals
\[
\int_{[a,b]} f(x, u_n(x)) \, du_n(x) = \int_0^1 f(X_n(s), U_n(s)) \, dU_n(s) = \int_0^1 f(Y_n(s), V_n(s)) \, dV_n(s),
\]
\[
\int_0^1 f(X(s), U(s)) \, dU(s) = \int_0^1 f(Y(s), V(s)) \, dV(s).
\]

Fix \( f \in C_0([a, b] \times \mathbb{R}^N) \). Note that \((Y_n, V_n)\) and \((Y, V)\) are continuous and satisfy
\[
TV(V_n) = TV(U_n) \leq C, \quad (Y_n, V_n) \rightarrow (Y, V) \quad \text{uniformly on } [0, 1].
\]

It suffices to show that (3.11) implies
\[
\int_0^1 f(Y_n(s), V_n(s)) \, dV_n(s) \rightarrow \int_0^1 f(Y(s), V(s)) \, dV(s).
\]

**Step 1.** We first show that, if \( V_n, V : [0, 1] \rightarrow \mathbb{R}^N \) are functions of bounded variation (not necessarily continuous) such that
\begin{enumerate}
  \item \( \| V_n - V \|_\infty \rightarrow 0 \),
  \item \( TV(V_n) \leq C \),
\end{enumerate}
then, for any \([\alpha, \beta] \subset [0, 1]\) and \( \varphi \in \mathcal{C}[\alpha, \beta] \), we have
\[
\int_{[\alpha, \beta]} \varphi(s) \, dV_n(s) \rightarrow \int_{[\alpha, \beta]} \varphi(s) \, dV(s).
\]

If \( \psi \in \mathcal{C}^1[\alpha, \beta] \), then (2.4) implies
\[
\int_{[\alpha, \beta]} \psi(s) \, dV_n(s) = - \int_{[\alpha, \beta]} \psi'(s) \, V_n(s) \, ds + \psi(\beta) V_n(\beta) - \psi(\alpha) V_n(\alpha^-)
\]
\[
\rightarrow - \int_{[\alpha, \beta]} \psi'(s) \, V(s) \, ds + \psi(\beta) V(\beta) - \psi(\alpha) V(\alpha^-)
\]
\[
= \int_{[\alpha, \beta]} \psi(s) \, dV(s).
\]

Given \( \varphi \in \mathcal{C}[\alpha, \beta] \), there exists for every \( \varepsilon > 0 \) a function \( \psi \in \mathcal{C}^1[\alpha, \beta] \) such that
\( \| \psi - \varphi \|_\infty < \varepsilon \). The relation
\[
\left| \int_{[\alpha, \beta]} \varphi(s) \, dV_n(s) - \int_{[\alpha, \beta]} \varphi(s) \, dV(s) \right|
\]
\[
\leq \varepsilon TV_{[\alpha, \beta]}(V_n) + \left| \int_{[\alpha, \beta]} \psi(s) \, dV_n(s) - \int_{[\alpha, \beta]} \psi(s) \, dV(s) \right| + \varepsilon TV_{[\alpha, \beta]}(V),
\]
in conjunction with (3.14), yields (3.13).

**Step 2.** Step 1, in conjunction with (3.11), implies
\[
\int_0^1 f(Y(s), V(s)) \, dV_n(s) \rightarrow \int_0^1 f(Y(s), V(s)) \, dV(s).
\]

On the other hand, again by (3.11),
\[
\left| \int_0^1 (f(Y_n, V_n) - f(Y, V)) \, dV_n \right| \leq \left( \max |f(Y_n, V_n) - f(Y, V)| \right) \int_{[0,1]} |dV_n| \rightarrow 0,
\]
as \( n \rightarrow \infty \). Hence, (3.12) follows. \( \Box \)
Proof of Theorem 3.4. (a) Let \{u_n\} be the sequence of continuous functions satisfying (1.3), and let \((X_n, U_n)\) be the arc-length parametrizations of \(gr(u_n)\); the latter are uniformly Lipschitz continuous. Let \{p_n\} be the sequence of Radon measures defined in (1.9). The sequence \{p_n\} is bounded, \(\|p_n\|_M \leq C\), by the uniform BV bound of \{u_n\}.

Let \(p\) be a weak\(^*\) limit point of \{p_n\}. For a subsequence

\[
(p_{n_k}, f(x, \lambda)) = \int_{[a, b]} f(x, u_{n_k}) du_{n_k} \to \langle p, f(x, \lambda) \rangle \quad \text{for} \quad f \in C_0([a, b] \times \mathbb{R}^N).
\]

Using part (a) of Theorem 3.2 and passing to a further subsequence \{u_{n_k}\}, if necessary, we may assume that there is a generalized graph \((X, U)\), so that the arc-length parametrizations \((X_{n_k}, U_{n_k}) \xrightarrow{d} (X, U)\). Theorem 3.5 implies

\[
\langle p, f(x, \lambda) \rangle = \int_0^1 f(X(s), U(s)) dU(s).
\]

Taking \(f(x, \lambda) = \theta(x) g(\lambda)\) gives the desired result for \(g \in C_0(\mathbb{R}^N)\) and, due to the uniform sup-norm bound of \{u_n\}, for any continuous \(g\).

(b) Given a generalized graph \((X, U)\), let \(\mu\) be defined by (3.7) and let \{u_n\} be the sequence of Lipschitz functions constructed in the proof of part (b) of Theorem 3.2. Then \{u_n\} are uniformly bounded in BV, \{(X_n, U_n)\} are uniformly Lipschitz continuous, and \((X_n, U_n) \to (X, U)\) uniformly on \([0, 1]\]. Theorem 3.5 for \(f(x, \lambda) = \theta(x) g(\lambda)\) implies (3.8). \(\square\)

4. Definition of nonconservative products.

4.1. Definition as a Radon measure. In view of Theorem 3.4, the definition of nonconservative products should be based on a given generalized graph \((X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N\) of the function \(u\) of bounded variation. The generalized graph \((X, U)\) determines a geometric object (the graph of \(u\) together with paths filling the jumps and possible attached loops), call it \(gr(X, U)\). We define \(g(u) \frac{du}{dx}\) relative to \(gr(X, U)\), first as a Radon measure in this section, and then as a finite Borel measure via its distribution function in section 4.2.

Definition 4.1. Let \((Y, V) \sim gr(X, U)\) denote the general continuous representative of the graph determined by \((X, U)\). Given a continuous map \(g : \mathbb{R}^N \to \mathbb{R}^N\), define \(\mu(g)\) by

\[
\langle \mu(g), \theta \rangle = \int_0^1 \theta(Y(s)) g(V(s)) \ dV(s)
\]

\[
= \int_0^1 \theta(X(s)) g(U(s)) \frac{dU}{ds} \ ds \quad \text{for} \ \theta \in C[a, b].
\]

Then \(\mu(g) \in M[a, b]\) is called the nonconservative product of \(g(u)\) by \(\frac{du}{dx}\) and is denoted by

\[
\mu(g) = \left[ g(u) \frac{du}{dx} \right]_{(X, U)}.
\]

Remark 4.2. (a) We refer to Dal Maso, LeFloch, and Murat [10] for a slightly weaker definition of nonconservative products and to Raymond [27] for a definition
that is equivalent. Comparisons of the various definitions are carried out in section 4.4. References [10, 27] also contain various weak stability results.

(b) Suppose that \((Y, V), (\bar{Y}, \bar{V})\) are two representatives of the same graph, that is, \((Y, V) \sim (\bar{Y}, \bar{V})\). Then \((Y, V) \circ \beta = (\bar{Y}, \bar{V}) \circ \alpha\) for some Lipschitz reparametrizations \(\alpha, \beta\) of \([0, 1]\). Theorem 2.2 implies the nonconservative product remains invariant,

\[
\int_0^1 \theta(Y(s))g(V(s))dV(s) = \int_0^1 \theta(\bar{Y}(s))g(\bar{V}(s))d\bar{V}(s).
\]

The measure introduced in Definition 4.1 thus depends on the equivalence class determined by the generalized graph \((X, U)\), i.e., on \(gr(X, U)\) as a geometric object. When a Lipschitz representative, such as \((X, U)\) itself is used, then \((\mu(g), \theta)\) may be expressed via the last integral in (4.1).

(c) If \(\mu\) is viewed as a map \(\mu : C_0(\mathbb{R}^N) \rightarrow \mathcal{M}[a, b]\), then \(\mu\) is linear and bounded. The boundedness follows from the estimate

\[
|\langle \mu(g), \theta \rangle| \leq \left( TV_{[0,1]}(V) \right) \sup_{|\lambda| \leq \max \{|V|\}} |g(\lambda)| \sup_{x \in [0,1]} |\theta(x)|,
\]

which implies \(\|\mu(g)\|_{\mathcal{M}} \leq \left( TV_{[0,1]}(V) \right) \|g\|_{C_0}\).

We state next a weak stability theorem for nonconservative products.

**Theorem 4.3.** (i) Let \(\{(X_n, U_n)\}\) and \((X, U)\) be generalized graphs. If

1. \(TV(U_n)\) is uniformly bounded,
2. \((X_n, U_n) \xrightarrow{d} (X, U)\),

then

\[
\left[ g(u_n) \frac{du_n}{dx} \right]_{(X_n, U_n)} \xrightarrow{\text{weak-}*} \left[ g(u) \frac{du}{dx} \right]_{(X, U)} \quad \text{weak-}* \text{ in } \mathcal{M}[a, b].
\]

(ii) Let \(\{u_n\}\) be a sequence of continuous functions satisfying (1.3), let \((X_n, U_n)\) be the arc-length parametrizations of \(gr(u_n)\), and let \((X, U)\) be a generalized graph. If \((X_n, U_n) \xrightarrow{d} (X, U)\), then

\[
g(u_n)du_n \xrightarrow{\text{weak-}*} \left[ g(u) \frac{du}{dx} \right]_{(X, U)} \quad \text{weak-}* \text{ in } \mathcal{M}[a, b].
\]

**Proof.** Define the graphs determined by \((X_n, U_n)\) and \((X, U)\), and let \((Y_n, V_n) \sim gr(X_n, U_n)\) and \((Y, V) \sim gr(X, U)\) be continuous representatives such that \((Y_n, V_n) \rightarrow (Y, V)\) uniformly on \([0, 1]\). Moreover, \(TV(V_n) = TV(U_n) \leq C\). The result follows from (3.10) in Theorem 3.5, together with part (b) of Remark 4.2.

**4.2. Distribution functions.** We discuss next the properties of nonconservative products when viewed as signed Borel measures defined via their distribution functions. Recall, for a generalized graph \((X, U)\), the set theoretic inverse \(\sigma = X^{-1} : [0, 1] \rightarrow [a, b]\) is a strictly increasing multivalued map.

**Theorem and Definition 4.4.** Let \((Y, V) \sim gr(X, U)\) be a representative of the graph determined by \((X, U)\). For \(x \in [a, b]\) define

\[
F(x) = \int_0^{Y^{-1}(x_+)} g(V(s))dV(s) = \int_0^{X^{-1}(x_+)} g(U(s))dU(s)ds,
\]

\(F(a-) = 0\).
\[ F \text{ is a right continuous BV function and generates a signed Borel measure } \mu, \]
determined by
\[ \mu((a, x]) = F(x) - F(a) \quad \text{for } x \in (a, b], \quad \mu(\{a\}) = F(a). \]
Also \( \mu \) coincides with the nonconservative product \( [g(u)]_{[x,v]}(x,v) \) in (4.1)-(4.2); that is,
\[ \langle \mu, \theta \rangle = \int_{[a,b]} \theta(x) \, dF(x) = \int_{[0,1]} \theta(Y(s))g(V(s)) \, dV(s) = \int_{0}^{1} \theta(X(s))g(U(s)) \frac{dU}{ds} \, ds \]
for any \( \theta \in \mathcal{C}[a,b] \).

**Proof.** Consider \( (Y,V) \sim gr(X,U) \), a general continuous representative of the graph determined by \( (X,U) \). We have the following conditions:

(i) \( X : [0,1] \rightarrow [a,b] \) is Lipschitz continuous, increasing, and surjective with \( X(0) = a, X(1) = b, \) and \( X^{-1}(X(s)) = s \) whenever \( X(s) \in \mathcal{C}_{X^{-1}} \).

(ii) \( Y : [0,1] \rightarrow [a,b] \) is continuous, increasing, and surjective with \( Y(0) = a, Y(1) = b, \) and \( Y^{-1}(Y(s)) = s \) whenever \( Y(s) \in \mathcal{C}_{Y^{-1}} \).

(iii) \( Y \circ \beta = (X,U) \circ \alpha \) for some \( \alpha, \beta : [0,1] \rightarrow [0,1] \) increasing, Lipschitz, and surjective reparametrizations.

Let \( F : [a,b] \rightarrow \mathbb{R}^N \) be defined by
\[ F(x) = \int_{0}^{Y^{-1}(x)} g(V(s)) \, dV(s), \quad F(a-) = 0. \]
Then \( F \) is a right continuous BV function and generates a signed Borel measure \( \mu \), through (4.8). Note that \( F \) satisfies
\[ F(Y(s)) = \int_{0}^{s} g(V) \, dV \quad \text{for } s \in Y^{-1}(\mathcal{C}_{Y^{-1}}). \]

**Step 1.** The definition of the distribution function \( F \) depends on the equivalence class of \( (X,U) \) but not on the specific representative.

It suffices to define \( F \) at points \( x \in \mathcal{C}_{Y^{-1}} \) and to extend \( F \) so that it is right continuous. If \( (Y,V) \sim (X,U) \) are two equivalent representatives of \( gr(X,U) \), then \( Y \circ \beta = X \circ \alpha, V \circ \beta = U \circ \alpha \), and \( \mathcal{C}_{(X,U)-1} \subset \mathcal{C}_{X^{-1}}, \mathcal{C}_{(Y,V)-1} \subset \mathcal{C}_{Y^{-1}} \). For \( x \in \mathcal{C}_{(X,U)-1} = \mathcal{C}_{(Y,V)-1} \), Theorem 2.2 implies
\[ [F(x)]_{(X,U)} := \int_{0}^{X^{-1}(x)} g(U) \, dU = \int_{0}^{(X,U)^{-1}(x)} g(U \circ \alpha) \, d(U \circ \alpha), \]
\[ [F(x)]_{(Y,V)} := \int_{0}^{Y^{-1}(x)} g(V) \, dV = \int_{0}^{(Y,V)^{-1}(x)} g(V \circ \beta) \, d(V \circ \beta). \]

Since such points are dense in \([a,b]\), any of these formulas generates the same distribution function \( [F]_{(X,U)} = [F]_{(Y,V)} \) and we may use any representative for calculating \( F \). This shows (4.7).

**Step 2.** For \( \theta \in \mathcal{C}[a,b] \), we shall show that
\[ \int_{[a,b]} \theta(x) \, dF(x) = \int_{[0,1]} \theta(X(s))g(U(s)) \frac{dU}{ds} \, ds. \]
(Note that this formula is not a direct consequence of Theorem 2.2.)
Fix \( \psi \in C^1[a, b] \). Using (2.4), the change of variables \( x = X(s) \), (4.7), (4.10), the property \( \dot{X} = 0 \) on each interval \([\sigma(y^-), \sigma(y^+)]\) with \( y \in S_\sigma \), and the chain rule for Lipschitz continuous functions, we obtain

\[
\int_{[a,b]} \psi(x) \, dF(x) = \psi(b)F(b^+) - \psi(a)F(a^-) - \int_{[a,b]} \psi'(x)F(x) \, dx
\]

\[
= \psi(b)F(b^+) - \int_0^1 \psi'(X(s))F(X(s)) \, d\dot{X}(s)
\]

\[
= \psi(b)F(b^+) - \int_{\sigma(x)} \psi'(X(s))X(s) \left( \int_0^s g(U) \frac{dU}{d\tau} \right) \, ds
\]

\[
- \sum_{y \in S_\sigma} \int_{\sigma(y^-)}^{\sigma(y^+)} \psi'(X(s))X(s) \left( \int_0^s g(U) \frac{dU}{d\tau} \right) \, ds
\]

\[
= \psi(X(1)) \int_0^1 \frac{dU}{d\tau} \, d\tau - \int_0^1 \frac{d}{ds}\psi(X(s)) \left( \int_0^s g(U) \frac{dU}{d\tau} \right) \, ds;
\]

thus

\[
\int_{[a,b]} \psi(x) \, dF(x) = \int_0^1 \psi(X(s))g(U(s)) \frac{dU}{ds} \, ds.
\]

Since \( F \) is of bounded variation and \( U \) is Lipschitz continuous, a density argument yields (4.11). The proof of (4.9) follows from part (b) of Remark 4.2. \( \square \)

Remark 4.5. In view of (4.7) and (4.8), the nonconservative product \( \mu \) charges points \( x \in X^{-1} \) according to

\[
\mu \{ x \} = F(x^+) - F(x^-) = \int_{X^{-1}(x^+)}^{X^{-1}(x^-)} g(U(s)) \, dU(s).
\]

We state and prove a version of the weak stability theorem by using distribution functions.

Theorem 4.6. Suppose \( \{u_n\} \) is a sequence of continuous functions satisfying (1.3). Let \( (X_n, U_n) \) be the arc-length parametrizations of \( gr(u_n) \), let \( (X, U) \) be a generalized graph, and define the distribution functions

\[
(4.12) \quad F_n(x) = \int_a^x g(u_n(y)) \, du_n(y),
\]

and \( F(x) \) associated with \( (X, U) \) by (4.7). If \( (X_n, U_n) \overset{d} \rightarrow (X, U) \), then

\[
(4.13) \quad F_n(x) \rightarrow F(x) \quad a.e. \text{ in } (a, b),
\]

while \( \mu_n \) and \( \mu \), generated by \( F_n \) and \( F \), respectively, satisfy \( \mu_n \rightharpoonup \mu \) weak-\( * \) in \( M[a, b] \).

Proof. Let \( (X_n, U_n) \) be the arc-length parametrizations of \( gr(u_n) \); \( X_n, U_n \) are uniformly Lipschitz. There exist reparametrizations of the interval \([0, 1] \), \( \alpha_n \), and \( \alpha \) that are uniformly Lipschitz continuous such that \( (\bar{X}_n, \bar{U}_n) = (X_n, U_n) \circ \alpha_n, (\bar{X}, \bar{U}) = (X, U) \circ \alpha \) satisfy the following: \( (\bar{X}_n, \bar{U}_n) \) are uniformly Lipschitz and \( \bar{X}_n \rightarrow \bar{X}, \bar{U}_n \rightarrow \bar{U} \) uniformly on \([0, 1] \).
Let $S_{\bar{X}_{-1}}$ and $S_{\bar{X}_{-1}}$ be the points of discontinuity of $\bar{X}_{n-1}$ and $\bar{X}_{-1}$, respectively, and set $T = (\bigcup_n S_{\bar{X}_{-1}}) \cup S_{\bar{X}_{-1}}$. Then $T$ is countable, and an argument as in the proof of Lemma 3.3 shows

$$\bar{X}_{n-1}(x) \to \bar{X}_{-1}(x) \quad \text{for } x \in [a, b] \setminus T.$$  

Theorem 2.2, for the change of variables $y = \bar{X}_n(s)$, gives

$$F_n(x) = \int_a^x g(u_n(y)) \, du_n(y) = \int_0^{\bar{X}_{n-1}(x)} g(U_n(s)) \, dU_n(s) \quad \text{for } x \in C_{\bar{X}_{n-1}}.$$  

An argument, as in the proof of (3.12), shows that

$$\int_0^{\bar{X}_{-1}(x)} g(U_n(s)) \, dU_n(s) \to \int_0^{\bar{X}_{-1}(x)} g(U(s)) \, dU(s) \quad \text{for } x \in C_{\bar{X}_{-1}}.$$  

In turn, (4.14)–(4.16) and the fact that $U_n$ are uniformly Lipschitz imply

$$F_n(x) \to F(x) \quad \text{for } x \in [a, b] \setminus T.$$  

The distribution functions $F_n$ and $F$ satisfy the following properties: $F_n(a) = 0$, $F(a-) = 0$,

$$F_n(b) = \int_a^1 g(U_n(s)) \, dU_n(s) \, ds \to \int_0^1 g(U(s)) \, dU(s) = F(b).$$  

For any test function $\psi \in C^1[a, b]$, the integration by parts formula (2.4), in conjunction with (4.17)–(4.18), yields

$$\int_{[a, b]} \psi(x) \, dF_n(x) = -\int_{[a, b]} \psi'(x) F_n(x) \, dx + \psi(b) F_n(b) - \psi(a) F_n(a)$$

$$\quad \to -\int_{[a, b]} \psi'(x) F(x) \, dx + \psi(b) F(b) - \psi(a) F(a-);$$  

hence

$$\int_{[a, b]} \psi(x) \, dF_n(x) \to \int_{[a, b]} \psi(x) \, dF(x).$$  

Since $F_n$ are of uniformly bounded variation, (4.19) and a density argument show that $\mu_n \to \mu$ weak-* in $\mathcal{M}[a, b].$  

4.3. **Generalized graphs and graphs of BV functions.** In this section we examine the relation between a generalized graph $(X, U)$ and the graph of the associated BV function $u$. First observe that Definition 3.1 directly implies the following proposition.

**Proposition 4.7.** Let $(X, U)$ be a generalized graph and let $\sigma = X^{-1}$ be the set theoretic inverse of $X$. Then the following conditions hold:

(i) If $y \in \mathcal{C}_\sigma$, then $u(y) = U(\sigma(y)).$

(ii) If $y \in \mathcal{S}_\sigma$, then $X(\tau) = y$ and the function

$$\phi_y(\tau) := U(\tau), \quad \tau \in J_y := [\sigma(y-), \sigma(y+)],$$
determines a Lipschitz continuous curve that lies on the hyperplane \( \{ x = y \} \) and connects \( (y, u(y-)) \) with \( (y, u(y+)) \).

1. The Lipschitz path \( \phi_y : J_y \to \mathbb{R}^N \) is either an arc when \( u(y-) \neq u(y+) \) or a loop when \( u(y-) = u(y+) \).

2. The Lipschitz continuity of \( U \) implies

\[
\sum_{y \in \mathcal{S}_u} \int_{\sigma(y-), \sigma(y+)} |\frac{\partial \phi_y}{\partial \tau}| \, d\tau \leq \int_0^1 \left| \frac{dU}{ds} \right| \, ds < \infty.
\]

(iii) \( \mathcal{C}_u \subset \mathcal{C}_a \) and \( \mathcal{S}_u \supset \mathcal{S}_a \).

A generalized graph completely determines \( u \) and also specifies the paths connecting points of discontinuity and possible loops attached to the graph of \( u \). There is no a priori mechanism, given \( u \), for selecting a particular generalized graph. They may be induced by introducing paths at points of discontinuity in \( \mathcal{S}_a \) (using straight lines [31] or families of Lipschitz paths [10]) and by possibly attaching loops at points of removable discontinuity or even at points of continuity in \( \mathcal{C}_u \) (cf. the examples pointed out in [10] and the notion of extended graph in [27]). A converse to Proposition 4.7 has been proved by Raymond [27].

**Proposition 4.8** (see [27]). Given a function \( u : [a, b] \to \mathbb{R}^N \) of bounded variation, a countable set \( \mathcal{T} \), with \( [a, b] \supset \mathcal{T} \supset \mathcal{S}_u \), and a family of Lipschitz paths \( \Phi = \{ \phi_y \}_{y \in \mathcal{T}} \) such that

\[
\phi_y : [0, 1] \to \mathbb{R}^N \text{ is Lipschitz continuous with}
\phi_y(0) = u(y-), \phi_y(1) = u(y+) \text{ for } y \in \mathcal{T},
\]

\[
(A_1)
\]

there exists a generalized graph \( (X, U) \) associated with the triplet \((u, \mathcal{T}, \Phi)\).

The triplet \((u, \mathcal{T}, \Phi)\) is called extended graph in [27]. Apart from its theoretical interest, the proof of the proposition provides a procedure for constructing examples.

**Proof.** The construction proceeds in two steps.

Step 1. Construction of a continuous, BV representative \((Y, V) : [0, 1] \to [a, b] \times \mathbb{R}^N\) of the graph determined by \((u, \mathcal{T}, \Phi)\).

Define \( q : [a, b] \to [0, 1] \) by setting \( q(b) = 1 \) and

\[
q(x) := \frac{1}{Q} \left( x - a + \sum_{y \in \mathcal{T}, y < x} \int_0^1 |\frac{\partial \phi_y}{\partial \tau}| \, d\tau \right) \text{ for } x \in [a, b),
\]

\[
(A_2)
\]

Then \( q \) is a strictly increasing left-continuous (but generally discontinuous) function satisfying the properties \( \mathcal{C}_q = [a, b] \setminus \mathcal{T}, \mathcal{S}_q = \mathcal{T}, \)

\[
q(y+) - q(y-) = \frac{1}{Q} \int_0^1 |\frac{\partial \phi_y}{\partial \tau}| \, d\tau,
\]

\[
0 < x_2 - x_1 \leq Q (q(x_2) - q(x_1)) \text{ for } x_1 < x_2,
\]

and \( q(a) = 0 < q(x) < 1 = q(b) \) for \( x \in (a, b) \).
The domain and range of \( q \) admit the decompositions
\[
[a, b] = \mathcal{C}_q \bigcup \mathcal{S}_q, \\
[0, 1] = q(\mathcal{C}_q) \bigcup \left( \bigcup_{y \in T} [q(y^+), q(y)] \right),
\]
where \( q(\mathcal{C}_q) \) and each \( J_y = [q(y^-), q(y^+)] \) are mutually disjoint. The closure of the set \( q(\mathcal{C}_q) \) is
\[
\overline{q(\mathcal{C}_q)} = \left( \bigcup_{y \in \mathcal{C}_q} \{q(y)\} \right) \bigcup \left( \bigcup_{y \in T} \{q(y^-), q(y^+)\} \right).
\]

Define now the function \((Y, V)\) as follows:
(a) On each interval \( J_y = [q(y^-), q(y^+)] \) with \( y \in T \), set
\[
\begin{aligned}
Y(s) &= y \quad \text{for } s \in J_y, \\
V(s) &= \phi_y \left( \frac{s-q(y^-)}{\max(q(y^+)-q(y^-), 0)} \right) \quad \text{for } s \in J_y.
\end{aligned}
\]
(b) On the complement \( [0, 1] - \bigcup_{y \in T} J_y = q(\mathcal{C}_q) \), we have \( s \in q(\mathcal{C}_q) \) if and only if \( s = q(y) \) for precisely one \( y \in \mathcal{C}_q \). We define
\[
\begin{aligned}
Y(s) &= y \quad \text{for } s \in q(\mathcal{C}_q), \\
V(s) &= u(y) \quad \text{for } s \in q(\mathcal{C}_q).
\end{aligned}
\]

Clearly, \( Y \) is an increasing function, \((Y, V)\) are continuous on the interior of each interval \( J_y \), and also for any \( s_1, s_2 \in J_y \) with \( s_1 < s_2 \), we have
\[
\left| V(s_2) - V(s_1) \right| \leq \int_0^1 \left| \frac{\partial \phi_y}{\partial r} \right| \, dr \leq \int_0^1 \frac{1}{q(y^+)-q(y^-)} \, dr.
\]

We proceed to show \((Y, V)\) is continuous for each \( s \in \overline{q(\mathcal{C}_q)} \). This follows by a case analysis:
(i) \( s \in q(\mathcal{C}_q), \) \( s_n \to s \) with \( \{s_n\} \subset q(\mathcal{C}_q) \). Then \( s_n = q(y_n), \) \( s = q(y) \) for some \( y_n, y \in \mathcal{C}_q \). By (4.22), \( y_n \to y \) and thus
\[
Y(s_n) = y_n \to y = Y(s), \quad V(s_n) = u(y_n) \to u(y) = V(s).
\]
(ii) \( s = q(y^-) \) for some \( y \in T, \) \( s_n \to s \) with \( \{s_n\} \subset q(\mathcal{C}_q) \). In this case for large \( n \) it is \( s_n < s \), and the corresponding points \( y_n \in C_q \) satisfy \( s_n = q(y_n) \) and \( y_n < y \). Again (4.22) implies
\[
0 < y - y_n < Q(q(y^-) - q(y_n))
\]
and thus, by (A1),
\[
Y(s_n) = y_n \to y^- = Y(s), \quad V(s_n) = u(y_n) \to u(y^-) = \phi_y(0) = V(s).
\]
(iii) If \( s = q(y^+) \) for some \( y \in T, \) \( s_n \to s \) with \( \{s_n\} \subset q(\mathcal{C}_q) \). Then, as in (ii),
\[
Y(s_n) \to y^+ = Y(s), \quad V(s_n) = u(y_n) \to u(y^+) = \phi_y(1) = V(s).
\]
(iv) Now let \( s_n \to s \) with \( \{s_n\} \subset q(C_0) \). For each \( n \), let \( \sigma_n \in q(C_0) \) such that

\[
|\sigma_n - s_n| < \frac{1}{n}, \quad |Y(\sigma_n) - Y(s_n)| < \frac{1}{n}, \quad |V(\sigma_n) - V(s_n)| < \frac{1}{n}.
\]

Then \( \sigma_n \to s \) and (i)-(iii) imply \( Y(s_n) \to Y(s) \), \( V(s_n) \to V(s) \).

(v) On the other extreme, let \( s_n \to s \) with \( \{s_n\} \subset \bigcup_{y \in T} J_y \). Then \( Y(s_n) = y_n \) with \( y_n \in T \). To simplify the exposition, consider the case \( s_n < s \), \( s_n \to s \). For each \( n \), define \( \sigma_n = q(y_n) \). Then \( \{\sigma_n\} \subset q(C_0) \), \( \sigma_n \to s \) and (4.25) implies

\[
\sum_n |V(\sigma_n) - V(s_n)| \leq \sum_n \int_0^1 \left| \frac{\partial \phi_{y_n}}{\partial \tau} \right| d\tau.
\]

It follows from (iv) and hypothesis (A2) that \( Y(s_n) = Y(\sigma_n) \to Y(s) \), \( V(s_n) \to V(s) \).

(vi) For general sequences \( s_n \to s \), the result follows by combining (iv) and (v).

The function \( Y \) is increasing and thus of bounded variation. The total variation of \( V \) may be explicitly computed

\[
TV_{[0,1]}(V) \leq TV_{[a,b]}(u) + \sum_{y \in T} \left( \int_0^1 \left| \frac{\partial \phi_{y_n}}{\partial \tau} \right| d\tau - |u(y+) - u(y-)| \right).
\]

Thus \( V \) is also of bounded variation.

**Step 2.** Construction of a Lipschitz continuous representative \((X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N \) of the graph determined by \((u, T, \Phi)\).

Using the reparametrization (2.15) and the analysis of section 2.2, we can construct the canonical representative of the curve \((Y, V)\). This representative \((X, U)\) is Lipschitz (with Lipschitz constant \( L \)) and satisfies

\[
(Y, V) = (X, U) \circ \gamma, \text{ where } \gamma(s) = \frac{1}{L} T(\gamma, V)(s), s \in [0, 1], \text{ and } L = TV_{[0,1]}(Y, V).
\]

Also, \( X \) is increasing and \((X, U)\) is a generalized graph. \( \Box \)

### 4.4. Comparison with definitions based on families of paths.

In this section, we compare definitions based on families of paths with Theorem 4.4 based on generalized graphs.

We review the definition proposed by Dal Maso, LeFloch, and Murat [10]. This theory is based on a given family of Lipschitz continuous paths \( \phi : [0, 1] \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N \) that satisfy, for some \( K > 0 \) and for all \( u_0, u_1 \in \mathbb{R}^N \) and \( \tau \in [0, 1] \), the properties

\[
\begin{align*}
(\text{H1}) & \quad \phi(0; u_0, u_1) = u_0, \quad \phi(1; u_0, u_1) = u_1, \\
(\text{H2}) & \quad \phi(\tau; u_0, u_0) = u_0, \\
(\text{H3}) & \quad \left| \frac{\partial \phi}{\partial \tau}(\tau; u_0, u_1) \right| \leq K |u_0 - u_1|.
\end{align*}
\]

**Theorem and Definition 4.9** (see [10]). Let \( u : (a, b) \to \mathbb{R}^N \) be a function of bounded variation and \( g : \mathbb{R}^N \to \mathbb{R}^N \) be a continuous map. There exists a unique finite signed Borel measure \( \mu \) on \((a, b)\) such that

1. \( u \) is continuous on a Borel set \( B \subset (a, b) \), then

\[
\mu(B) = \int_B g(u) \, du;
\]

2. \( \mu \) is a signed measure.

3. \( \mu \) is a Borel measure.

4. \( \mu \) is a finite measure.

5. \( \mu \) is a signed measure.

6. \( \mu \) is a Borel measure.

7. \( \mu \) is a finite measure.
(2) if \( u \) is discontinuous at a point \( x \in (a, b) \), then

\[
\mu(\{x\}) = \int_0^1 g(\phi(\tau; \underline{u}, \overline{u}))(\frac{\partial \phi}{\partial \tau}(\tau; \underline{u}, \overline{u})) d\tau \quad \text{with} \quad \underline{u} := u(x). 
\]

The measure \( \mu \) is called the nonconservative product of \( g(u) \) by \( \frac{du}{dx} \) and is denoted by

\[
\mu = \left[ g(u) \frac{du}{dx} \right]_\phi.
\]

**Remark 4.10.** The stronger condition

\[
(H3') \quad \left| \frac{\partial \phi}{\partial \tau}(\tau; u_0, u_1) - \frac{\partial \phi}{\partial \tau}(\tau; v_0, v_1) \right| \leq K \left| (u_0 - v_0) - (u_1 - v_1) \right|
\]

is assumed in [10] in place of (H3), in connection with defining products of the form \( g(u) \frac{du}{dx} \), where \( u \) and \( v \) are BV functions. For instance, (H3') guarantees that such products depend solely on the measure \( \frac{du}{dx} \) and not on the function \( v \). It is straightforward to check that hypotheses (H1)–(H3) suffice for Definition 4.9, for most results presented in [10], and, in particular, for the theorem on weak stability.

It can be checked that the nonconservative product is independent of reparametrizations of the paths and that the definition is consistent with the usual distributional definition in the case of conservative products: if \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) is a continuously differentiable function, then

\[
\left[ (Df)(u) \frac{du}{dx} \right]_\phi = \frac{d}{dx}(f(u)).
\]

The left-hand side in (4.29) is understood in the sense of Definition 4.9, while the right-hand side is understood in the sense of distributions.

**Example 4.11.** A simple example of paths is the family of straight lines \( \phi_S \), defined by

\[
\phi_S(\tau; u_0, u_1) = u_0 + \tau(u_1 - u_0).
\]

Then (4.27) reads

\[
\left[ g(u) \frac{du}{dx} \right]_S(\{x\}) = \left( \int_0^1 g(u_- + \tau(u_+ - u_-)) d\tau \right)(u_+ - u_-),
\]

and the nonconservative product coincides with a product introduced by Volpert [31].

To see that, recall that the averaged superposition of a BV function \( u : (a, b) \rightarrow \mathbb{R}^N \) by a continuous function \( g \) is the function \( \hat{g}(u) \), defined for all \( x \in (a, b) \) by

\[
\hat{g}(u)(x) = \int_0^1 g(u_- + s(u_+ - u_-)) ds, \quad u_\pm := u(x \pm).
\]

Of course, we have

\[
\hat{g}(u)(x) = g(u(x)) \quad \text{for all} \quad x \in C_u.
\]
The function $\hat{g}(u)$ is Borel measurable, and the product $\hat{g}(u) \frac{du}{dx}$ is well defined as a signed Borel measure. This nonconservative product coincides with the one in Definition 4.9 if one uses the family of straight lines:

$$
(4.32) \quad \left[ g(u) \frac{du}{dx} \right]_S = \hat{g}(u) \frac{du}{dx}
$$
as Borel measures on $(a, b)$.

A comparison of (4.20) with the hypotheses of Theorem 4.9 indicates that (H2) and (H3) are somewhat restrictive, ruling out the possibility of loops attached to the graph of the BV function $u$. The gap between the two definitions has been bridged in a definition given by Raymond [27]. It is proved in [27] that this definition is equivalent to Definition 4.1.

In practice, there should be no confusion between the notation introduced in Definitions 4.1 and 4.9, respectively, in view of the following result.

**THEOREM 4.12.** Let $u : (a, b) \to \mathbb{R}^N$ be a function of bounded variation and $(X, U) : [0, 1] \to [a, b] \times \mathbb{R}^N$ be a generalized graph of $u$. Suppose there exists a family of paths satisfying (H1)-(H2) such that, for every point of discontinuity $x \in S_u$,

$$
\phi(\tau; u_-, u_+) := U(s_+ + \tau(s_+ - s_-)), \quad \tau \in [0, 1],
$$

where $s_\pm := X^{-1}(x, \pm)$, $u_\pm := u(x, \pm)$,

and satisfying the “no loop” condition

$$
(4.34) \quad \text{for every } x \in C_u, \text{ there exists a unique } s \in [0, 1] \text{ such that } X(s) = x.
$$

Then the nonconservative products in Definitions 4.1 and 4.9, respectively, coincide

$$
\left[ g(u) \frac{du}{dx} \right]_\phi = \left[ g(u) \frac{du}{dx} \right]_{(X, U)}
$$
as Borel measures on $(a, b)$.

**Proof.** It will be convenient to view the product in Definition 4.9 as a Borel–Stieltjes integral. Namely, by modifying $g(u)$ at most countably many points, we can construct a function $\overline{g}(u) : [a, b] \to \mathbb{R}^N$ satisfying

$$
(4.35) \quad \overline{g(u)}(x) = g(u(x)) \quad \text{for } x \in C_u
$$

and for $x \in S_u$

$$
(4.36) \quad \overline{g(u)} \cdot (u(x+) - u(x-)) = \int_0^1 g(\phi(\tau; u(x-), u(x+))) \partial_\tau \phi(\tau; u(x-), u(x+)) \, d\tau.
$$

Note that the value of $\overline{g(u)}(x)$ is not uniquely determined by points $x \in S_u$, since any vector orthogonal to the jump $u(x+) - u(x-)$ may be added to $\overline{g(u)}(x)$. From Definition 4.9, one deduces that

$$
(4.37) \quad \left[ g(u) \frac{du}{dx} \right]_\phi = \overline{g(u)} \, du
$$
as Borel measures on $(a, b)$, where the right-hand side is understood as a Borel–Stieltjes integral. Using the change of variable formula in Theorem 2.2, we thus have

$$
(4.38) \quad \int_{[a, b]} \theta \left[ g(u) \frac{du}{dx} \right]_\phi = \int_{[a, b]} \theta \overline{g(u)} \, du = \int_{[0, 1]} (\theta \circ X) (\overline{g(u)} \circ X) \, d(u \circ X).
$$
Consider the decomposition \([0, 1] \setminus J_u \cup J_u\) where \(J_u := \bigcup_{s} [s_-, s_+]\) with \(s_\pm := X^{-1}(x\pm)\). On one hand, by (4.35) one has \(g(u)(x) = g(u(x))\) for \(x \in C_u\) and thus, on the set \([0, 1] \setminus J_u\), we obtain \(u \circ X = U\) and \(g(u) \circ X = g(u \circ X) = g(U)\). Thus

\[
\int_{[0,1] \setminus J_u} (\theta \circ X) (g(u) \circ X) d(u \circ X) = \int_{[0,1] \setminus J_u} (\theta \circ X) (g(u) \circ X) d(u \circ X) \\
= \int_{[0,1] \setminus J_u} (\theta \circ X) g(U) \frac{dU}{ds} ds.
\]

(4.39)

On the other hand, in view of condition (4.34), each interval \([s_-, s_+] \subset J_u\) corresponds to a jump in \(u\), say, \(u_\pm := u(x\pm)\) for some \(x \in S_u\). Using (4.36) and (4.33), we obtain

\[
\int_{[s_-, s_+]} (\theta \circ X) (g(u) \circ X) d(u \circ X) = \int_{[s_-, s_+]} (\theta(x) g(u(x)) d(u \circ X) \\
= \theta(x) g(u(x)) \left( u_+ - u_- \right) \\
= \theta(x) \int_{0}^{1} g(\phi(\tau; u(x-), u(x+))) \partial_s \phi(\tau; u(x-), u(x+)) d\tau \\
= \theta(x) \int_{[s_-, s_+]} g(U(s)) \frac{dU}{ds} ds.
\]

(4.40)

Combining (4.38)–(4.40) we deduce that

\[
\int_{[a, b]} \theta \left[ g(u) \frac{du}{dx} \right] \phi = \int_{[0,1]} (\theta \circ X) (g(u) \circ X) d(u \circ X) \\
= \int_{[0,1]} (\theta \circ X) g(U) \frac{dU}{ds} ds \\
= \int_{[a, b]} \theta \left[ g(u) \frac{du}{dx} \right]_{(X,U)}
\]

for every test function \(\theta\).

Next, we list examples in order to illustrate the relation between regularized sequences \(\{v_n\}\), subject to (1.3), and the associated nonconservative products. Since all definitions of nonconservative products are equivalent within their range of applicability, we will use interchangeably the notation \([g(u) \frac{dv}{dx}]_0\) and \([g(u) \frac{dv}{dx}]_{(X,U)}\); the former is applicable when we are given a family of paths \(\phi\) or an extended graph and the latter when we are given a generalized graph \((X,U)\). In any case one can pass from \(\phi\) to \((X,U)\) and vice versa by using Propositions 4.7 and 4.8. We recall that, given a generalized graph \((X,U)\), it is always possible to construct a sequence of smooth functions \(\{v_n\}\) that approach \((X,U)\) in the graph distance (cf. Theorem 3.2).

Example 4.13. We return to the sequence \(\{v_n\}\) discussed in Example 1.1. With \(u_0, u_1 \in \mathbb{R}^N\), the functions \(\{v_n\}\), \(v\), and the path \(\pi\) defined in (1.5)–(1.6), we have

\[
g(v_n) \frac{dv_n}{dx} \rightharpoonup \left( \int_{0}^{1} g(\pi(s)) \pi'(s) ds \right) \delta_{x_0} \quad \text{weak-* in } \mathcal{M}[a,b].
\]

(4.41)

We select the family of paths \(\phi\) so that \(\phi(\cdot; u_0, u_1) = \pi\) holds. Then the nonconservative product reads

\[
[g(v) \frac{dv}{dx}]_{\phi} = c(g, \pi) \delta_{x_0}, \quad \text{where } c(g, \pi) = \int_{0}^{1} g(\pi(s)) \pi'(s) ds,
\]

(4.42)
and for any \( g \) continuous we have \( g(v_n) \frac{dv_n}{dx} \to \left[ g(v) \frac{dv}{dx} \right]_0 \) weak-*. This example illustrates the important fact that the path \( \phi \) must be selected in agreement with the regularization under consideration. Different regularizations may give rise to different paths \( \phi \).

When \( u_0 \neq u_1 \), (4.42) may be interpreted in terms of Definition 4.9. When \( u_0 = u_1 \), this is no longer possible, because hypothesis (H2) excludes the possibility of loops. However, it can be interpreted in terms of the more general Definition 4.1 as follows: By Proposition 4.8 the function \( v \) together with the location of the loop discontinuity \( x_0 \) and the path \( \pi \) determine a generalized graph. A representative \( (Y, V) \) of this graph is given by the formulas

\[
Y(s) = \begin{cases} 
   a + 3s(x_0 - a), & s \in [0, \frac{1}{3}], \\
   x_0, & s \in [\frac{1}{3}, \frac{2}{3}], \\
   x_0 + (3s - 2)(b - x_0), & s \in [\frac{2}{3}, 1], 
\end{cases}
V(s) = \begin{cases} 
   u_0, & s \in [0, \frac{1}{3}], \\
   \pi(3s - 1), & s \in [\frac{1}{3}, \frac{2}{3}], \\
   u_1, & s \in [\frac{2}{3}, 1].
\end{cases}
\]

Then Definition 4.1 gives

\[
\left[ g(v) \frac{dv}{dx} \right]_{(Y, V)} = c(g, \pi) \delta x_0
\]

and so, as \( n \to \infty \),

\[
g(v_n) \frac{dv_n}{dx} \to \left[ g(v) \frac{dv}{dx} \right]_{(Y, V)} \quad \text{weakly-} \ast \in \mathcal{M}[a, b].
\]

Note that (4.44) holds for arbitrary \( u_0 \) and \( u_1 \) and that, when \( u_0 = u_1 \), the limiting graph \( (Y, V) \) contains a loop at the location \( x_0 \). \( \square \)

**Example 4.14.** Consider next a piecewise constant function \( v : [a, b] \to \mathbb{R}^N \) having three points of discontinuity:

\[
v(x) = \begin{cases} 
   u_0 & \text{for } x \in [a, c_1), \\
   u_1 & \text{for } x \in [c_1, c_2), \\
   u_2 & \text{for } x \in [c_2, c_3), \\
   u_3 & \text{for } x \in [c_3, b],
\end{cases}
\]

where \( a < c_1 < c_2 < c_3 < b \) are real constants, and the \( u_j \)'s are constant vectors. Let \( \pi_j \) be Lipschitz continuous paths such that \( \pi_j(0) = u_{j-1} \) and \( \pi_j(1) = u_j, \ j = 1, 2, 3 \). In a fashion similar to Example 1.1, we can define a sequence of smooth functions \( v_n \) by replacing the jumps in \( v \) with smooth transition layers based on the paths \( \pi_j \) such that \( \{v_n\} \) are uniformly bounded and \( v_n \to v \) pointwise. Then

\[
g(v_n) \frac{dv_n}{dx} \to \sum_{j=1,2,3} c(g, \pi_j) \delta_{c_j}, \quad \text{where } c(g, \pi_j) = \int_0^1 g(\pi_j) \frac{\partial \pi_j}{\partial s} ds.
\]

Accordingly, the nonconservative product is defined so that

\[
\left[ g(v) \frac{dv}{dx} \right]_{(X, U)} = \left[ g(v) \frac{dv}{dx} \right]_{\phi} = \sum_{j=1,2,3} c(g, \pi_j) \delta_{c_j}.
\]

In most cases this is done by using Definition 4.9, upon selecting the family of paths \( \phi \) so that \( \phi(\cdot; u_j, u_{j+1}) = \pi_j \). There are a few interesting exceptions when one needs
to use Definition 4.1. One is the case where the approximating sequence contains
loops. This is discussed in the previous example. Another case is when the jumps
of \( v \) at \( x = c_1 \) and \( x = c_3 \) coincide, \( u_0 = u_2 \) and \( u_1 = u_3 \). Then Definition 4.9
prevents us from using, in \( v_n \), different paths for approximating the same jump at
two different locations. This difficulty does not arise with Definition 4.1. Upon
constructing a representative of the limiting graph, as in the previous example, we
define the nonconservative product as in (4.48).

Example 4.15. Given an increasing sequence of points \( c_k \in [a, b) \), \( k = 0, 1, 2, \ldots \),
with \( c_0 = a \) and \( c_\infty := \lim_{k \to \infty} c_k \in (a, b) \), we consider the saltus function \( u : [a, b] \to \mathbb{R}^N \) defined by

\[
v(x) = \begin{cases} 
  u_0 & \text{for } x \in [a, c_1), \\
  u_k & \text{for } x \in [c_k, c_{k+1}), \ k = 1, 2, \ldots , \\
  u_\infty & \text{for } x \in [c_\infty, b],
\end{cases}
\]

for constants \( u_k \) and \( u_\infty \) in \( \mathbb{R}^N \). For each jump connecting \( u_k \) to \( u_{k+1} \) in \( v \), we
consider a Lipschitz continuous path \( \pi_k(s) \) for \( s \in [0, 1] \) satisfying \( \pi_k(0) = u_{k-1} \) and
\( \pi_k(1) = u_k \).

Let \( c_k^{+, n} \), for \( k, n = 1, 2, \ldots \), be a sequence of points in the interval \((a, b)\) such
that \( c_k^{-, n} < c_k < c_k^{+, n} < c_{k+1}^{-, n} \), and \( c_k^{+, n} \to c_k \) as \( n \to \infty \). We construct the sequence
of regularized functions \( v_n : [a, b] \to \mathbb{R}^N \) by

\[
v_n(x) = \begin{cases} 
  u_0 & \text{for } x \in [a, c_1^{-, n}), \\
  \pi_k \left( \frac{x - c_k^{-, n}}{c_k^{+, n} - c_k^{-, n}} \right) & \text{for } x \in [c_k^{-, n}, c_k^{+, n}), \ k = 1, 2, \ldots , \\
  u_k & \text{for } x \in [c_k^{+, n}, c_{k+1}^{-, n}], \ k = 1, 2, \ldots , \\
  u_\infty & \text{for } x \in [c_\infty, b].
\end{cases}
\]

The functions \( v_n \) are continuous and

\[
TV(v_n) = \sum_{k=1}^{\infty} \int_0^1 \left| \frac{d\pi_k}{ds}(s) \right| \, ds.
\]

We assume that the right-hand side of (4.51) is finite, so that the sequence \( \{v_n\} \) is of
uniformly bounded variation. A calculation shows that

\[
g(v_n) \frac{dv_n}{dx} \to \sum_{j=1}^{\infty} c(g, \pi_j) \delta_{c_j}, \quad \text{weak-\( \ast \) in } \mathcal{M}[a, b],
\]

which suggests that the nonconservative product \( [g(v) \frac{dv}{dx}]_{(X, U)} \) should be defined by

\[
[g(v) \frac{dv}{dx}]_{(X, U)} = \sum_{k=1}^{\infty} c(g, \pi_k) \delta_{c_k}.
\]

Because of the uniform constant \( K \) in hypothesis (H3) this cannot be handled in
general by Definition 4.9. By contrast, Definition 4.1 is adequate to define the non-
conservative product as in (4.53); this follows from (A1)–(A2) and the construction
process in the proof of Proposition 4.8. \( \Box \)
5. The Riemann problem for nonconservative hyperbolic systems. The
theory developed in the previous sections is now applied to the Riemann problem for
first-order quasi-linear hyperbolic systems

\[ \partial_t u + A(u) \partial_x u = 0, \quad x \in \mathbb{R}, \ t > 0, \]
\[ u(x, 0) = \begin{cases} u_- & \text{for } x < 0, \\ u_+ & \text{for } x > 0, \end{cases} \]

where the $N \times N$ matrix $A(u)$ is a smooth function of $u$, and $u_+$ and $u_-$ are given
vectors in $\mathbb{R}^N$. Because of the invariance of the Riemann problem under dilations
$(x, t) \to (\alpha x, \alpha t)$, for $\alpha > 0$, the solution is expected to be a self-similar function
of the variable $\xi = x/t$. Accordingly, $u = u(x/t)$ is sought by solving the boundary value problem

\[ -\xi \frac{du}{d\xi} + A(u) \frac{du}{d\xi} = 0, \]
\[ u(\pm \infty) = u_{\pm}. \]

In the nonconservative case $A(u)$ is not a Jacobian matrix, and one is confronted
with the difficulty of giving an appropriate meaning to the product $A(u) \frac{du}{d\xi}$. To
address this difficulty, we construct solutions of $(P_0)$ as $\varepsilon \downarrow 0$ limits of solutions to

\[ -\xi \frac{du_\varepsilon}{d\xi} + A(u_\varepsilon) \frac{du_\varepsilon}{d\xi} = \varepsilon \frac{d}{d\xi} \left( B(u_\varepsilon) \frac{du_\varepsilon}{d\xi} \right), \]
\[ u_\varepsilon(\pm \infty) = u_{\pm}, \]

where $B(u)$ is a positive semidefinite $N \times N$ matrix. This approach for constructing
solutions to the Riemann problem is called self-similar zero-viscosity limits. For con-
servative strictly hyperbolic systems, this method is known to select shocks having
the internal structure of a traveling wave and to provide the unique solution to the
Riemann problem for weak waves; see Tzavaras [30].

Throughout the paper we proceed under the hypothesis: There exists a family of
smooth solutions $u_\varepsilon$ to $(P_\varepsilon)$, for $\varepsilon > 0$, that satisfy uniform in $\varepsilon$ $L^\infty$ and variation
bounds,

\[ |u_\varepsilon - u_-|_{L^\infty} + TV(u_\varepsilon) \leq C, \]

as well as uniform convergence properties at infinity,

\[ |u_\varepsilon(\xi) - u_{\pm}| \leq C \exp(-\alpha \varepsilon) \quad \text{for } \xi < a + 1 \text{ and } \xi > b - 1, \]

for some $a < b$ and $C, \alpha > 0$ independent of $\varepsilon$. Such solutions are constructed in
LeFloch–Tzavaras [18, 19] under the following set of structural assumptions:

(i) System (1.1) is strictly hyperbolic; i.e., the matrix $A(u)$ has $N$ real and distinct
eigenvalues $\lambda_1(u) < \cdots < \lambda_N(u);$

(ii) the initial jump $|u_+ - u_-|$ is sufficiently small;

(iii) the diffusion matrix $B(u)$ is the $N \times N$ identity matrix $Id$.

It is, however, expected that estimates (5.2) should hold, together with (5.3) or variants,
under more general circumstances, and the analysis in this section requires only
(5.2)–(5.3).
The uniform BV estimates provide a natural framework to study the notion of weak solutions for the nonconservative Riemann problem \((P_0)\). Let \((X_\varepsilon, U_\varepsilon)\) be the arc-length reparametrization of the graph \((\xi, u_\varepsilon(\xi))\). Theorem 3.2 asserts that there exists a subsequence \(\{u_{\varepsilon_n}\}\) and a generalized graph \((X, U)\), determining a function \(u\) of bounded variation such that
\[
(X_{\varepsilon_n}, U_{\varepsilon_n}) \rightarrow (X, U), \\
\sigma_{\varepsilon_n}(\xi) \rightarrow \sigma(\xi), \ u_{\varepsilon_n}(\xi) \rightarrow u(\xi) \quad \text{for} \ \xi \in \mathcal{C}_\sigma.
\]
Recall that \(\sigma_{\varepsilon_n} = X_{\varepsilon_n}^{-1}\) is a strictly increasing function, while \(\sigma = X^{-1}\) is a strictly increasing multivalued map.

Using the results of sections 3 and 4, we can give a meaning to the nonconservative product \([A(u) \frac{du}{d\xi}]_{(X, U)}\), relative to the generalized graph \((X, U)\), as a weak-$*$ limit of \(A(u) \frac{du}{d\xi}\). To this end, we use either Definition 4.1 to interpret \([A(u) \frac{du}{d\xi}]_{(X, U)}\) as a Radon measure or Definition 4.4 to define it via its distribution function \(F\). It leads to a notion of solutions for \((P_0)\) as in Definition 5.1.

**Definition 5.1.** Let \((X, U) : [0,1] \rightarrow [a,b] \times \mathbb{R}^N\) be a generalized graph associated with a function of bounded variation \(u : [a,b] \rightarrow \mathbb{R}^N\). We say that \((X, U)\) is a weak solution to the system
\[
-\xi \frac{du}{d\xi} + A(u) \frac{du}{d\xi} = 0
\]
in the sense of measures. Equivalently, if for any \(\zeta, \xi \in [a, b]\),
\[
-\xi \frac{du}{d\xi} + [A(u) \frac{du}{d\xi}]_{(X, U)} = 0
\]

**Remark 5.2.** Relation (5.7) suggests that at points \(\xi \in \mathcal{S}_{X^{-1}}\), the set where the inverse map \(X^{-1}\) is multivalued, the following analogue of the Rankine–Hugoniot conditions is satisfied:
\[
-\xi \left[ u(\xi^+) - u(\xi^-) \right] + \int_{\xi}^{\mathcal{X}^{-1}(\xi^+)} u(\theta) d\theta + \int_{\mathcal{X}^{-1}(\xi^-)}^{\mathcal{X}^{-1}(\xi^+)} A(U(s)) \frac{dU}{ds} ds = 0.
\]

Points \(\xi \in \mathcal{S}_{X^{-1}}\) may correspond either to jumps or to loops.

The notion of weak solution depends on the equivalence class, but not on the specific representative, of the generalized graph.

**Proposition 5.3.** If a generalized graph \((X, U)\) is a weak solution to (5.4), then any path \((Y, V)\) belonging to the same equivalence class as \((X, U)\) is also a weak solution.

Suppose there exists \(f : \mathbb{R}^N \rightarrow \mathbb{R}^N\) such that \(A = \mathcal{D}f\). Let \(u\) of bounded variation be a solution to (5.4) in the sense of distributions
\[
\int_{\mathbb{R}} u \theta d\xi + \int_{\mathbb{R}} (\xi u + f(u)) \frac{d\theta}{d\xi} d\xi = 0
\]
for every smooth function \( \theta \) of compact support. Then any generalized graph associated with \( u \) is a weak solution in the sense of Definition 5.1.

The proof of Proposition 5.3 follows from the facts that the nonconservative product is independent of reparametrizations of the generalized graph \((X, U)\), and, when \( A(u) = Df(u) \), one has

\[
\left[ A(u) \frac{du}{d\xi} \right]_{(X, U)} = \frac{d}{d\xi} f(u)
\]
as measures.

**Theorem 5.4.** Fix \( u_\pm \in \mathbb{R}^N \). Let \( u_\varepsilon : (-\infty, +\infty) \to \mathbb{R}^N \) be a family of smooth solutions to \((P_\varepsilon)\) for \( \varepsilon > 0 \) that are of uniformly bounded variation and satisfy (5.2)–(5.3). Consider the arc-length parametrizations \((X_\varepsilon, U_\varepsilon)\) of the graphs of \( u_\varepsilon \). There exists a subsequence \( \{u_{\varepsilon_n}\} \), with \( \varepsilon_n \to 0 \), a generalized graph \((X, U)\), and an associated \( BV \) function \( u \), such that \((X_{\varepsilon_n}, U_{\varepsilon_n})\) converges to \((X, U)\) as in (5.4), \((X, U)\) is a weak solution of (5.5), and

\[
(5.10) \quad u(\xi) = \begin{cases} 
  u_- & \text{for } -\infty < \xi < a + 1, \\
  u_+ & \text{for } b - 1 < \xi < +\infty.
\end{cases}
\]

Combined with [18, 19], where the uniform bounds are established for strictly hyperbolic systems and small initial jumps \(|u_+ - u_-|\), Theorem 5.4 provides an existence result for the Riemann problem \((P_0)\). We refer to [19] for the structure of the resulting wave-fan solution of the Riemann problem and the admissibility restrictions that the process \((P_\varepsilon)\) imposes on shocks. The relation with the solution of the Riemann problem for genuinely nonlinear systems, obtained in [14, 10], is also investigated in [19].

**Proof.** In view of the uniform estimates (5.2)–(5.3) and Theorem 3.2, the graphs \((X_\varepsilon, U_\varepsilon)\) converge along subsequences in the graph distance. Denote by \((X, U)\) the limiting graph.

Observe that the right-hand side of the equation in \((P_\varepsilon)\) tends to zero in the sense of distributions

\[
(5.11) \quad \left| \varepsilon \int B(u_\varepsilon) \frac{du_\varepsilon}{d\xi} \frac{d\theta}{d\xi} \, dx \right| \leq \varepsilon C \|\theta\|_{C^1} TV(u_\varepsilon) \to 0
\]

for every test function \( \theta \).

To determine the limit of the right-hand side of the equation in \((P_\varepsilon)\), one writes

\[
A(u_\varepsilon) \frac{du_\varepsilon}{d\xi} = \left[ A(u_\varepsilon) \frac{du_\varepsilon}{d\xi} \right]_{(X_\varepsilon, U_\varepsilon)}
\]

and one uses the weak stability theorems, either Theorem 4.3 if the nonconservative product is viewed as a Radon measure or Theorem 4.6 if the distribution function is used instead. It follows that

\[
\left[ A(u_\varepsilon) \frac{du_\varepsilon}{d\xi} \right]_{(X_\varepsilon, U_\varepsilon)} \to \left[ A(u) \frac{du}{d\xi} \right]_{(X, U)} \text{ weak-\* in } \mathcal{M}[a, b].
\]

Using (5.11), we conclude that \((X, U)\) is a weak solution in the sense of Definition 5.1. Finally, the fact that \( u(\xi) \) admits the boundary conditions as in (5.10) is a direct consequence of (5.3).
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