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#### Abstract

We extend the relative entropy identity to the class of hyperbolic-parabolic systems whose hyperbolic part is symmetrizable. The resulting identity, in the general theory, is useful to provide stability of viscous solutions and yields a convergence result in the zero-viscosity limit to smooth solutions in an $L^{p}$ framework. It also provides a weak-strong uniqueness theorem for measure valued solutions of the hyperbolic problem. In the second part, the relative entropy identity is developed for the systems of gas dynamics for viscous and heat conducting gases and for the system of thermoviscoelasticity both including viscosity and heat-conduction effects. The dissipation mechanisms and the concentration measures play different roles when applying the method to the general class of hyperbolic-parabolic systems and to the specific examples, and their ramifications are highlighted.
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## 1 Introduction

The equations of adiabatic thermoelasticity consist of the system of conservation laws

$$
\begin{align*}
F_{t} & =\nabla v \\
v_{t} & =\operatorname{div} \Sigma  \tag{1.1}\\
\partial_{t}\left(\frac{1}{2}|v|^{2}+e\right) & =\operatorname{div}(v \cdot \Sigma)+r
\end{align*}
$$

where $F$ is the deformation gradient, $v$ is the velocity, $\theta$ the temperature and $r$ stands for the radiative heat supply (considered here a given function). The stress $\Sigma$, entropy $\eta$, and internal energy $e$ are determined by a free-energy function $\psi=\psi(F, \theta)$ via the constitutive theory :

$$
\begin{equation*}
\Sigma=\frac{\partial \psi}{\partial F}(F, \theta), \quad \eta=-\frac{\partial \psi}{\partial \theta}(F, \theta), \quad e=\psi+\theta \eta . \tag{1.2}
\end{equation*}
$$

The form of the constitutive theory (1.2) reflects the requirement of consistency with the second law of thermodynamics and, actually, this was developed in $[6,7]$ in the more general context of the constitutive theory of thermoviscoelasticity. A summary can be found in [31] and [10, Sec 3.2], and
is also outlined in Section 5.1. The consistency with the Clausius-Duhem inequality is inherited by weak solutions by requiring that weak solutions of (1.1) satisfy the entropy inequality

$$
\begin{equation*}
\partial_{t} \eta \geq \frac{r}{\theta} \tag{1.3}
\end{equation*}
$$

The objective in this article is to show convergence from the system of thermoviscolasticity (see (5.14)) to smooth solutions of the equations of adiabatic thermoelasticity (1.1) in the singular limit when the viscosity and thermal conductivity go to zero. Also, to develop weak-strong uniqueness theorems for regular weak and measure-valued weak solutions to the system (1.1)-(1.3).

The technical vehicle will be the development of a relative entropy identity for the class of hyperbolic-parabolic system of conservation laws

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=\varepsilon \partial_{\alpha}\left(B_{\alpha \beta}(u) \partial_{\beta} u\right) . \tag{1.4}
\end{equation*}
$$

Here, $u(t, x)$ takes values in $\mathbb{R}^{n}, t \in \mathbb{R}^{+}, x \in \mathbb{R}^{d}$ and $A, F_{\alpha}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, B_{\alpha \beta}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ are given smooth functions with $\alpha, \beta=1, \ldots, d$. It is assumed that the associated hyperbolic problem

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=0 \tag{1.5}
\end{equation*}
$$

is symmetrizable in the sense of Friedrichs and Lax [18]. The form of the system (1.4) is suggested by the example of thermoviscoelasticity (see (5.14)) where the theory aims to apply.

The idea of relative entropy is introduced by Dafermos [8, 9] and DiPerna [12] in the hyperbolic context (1.5) with $A(u)=u$. It is a powerful tool for comparing solutions of conservation laws (see $[12,3,11]$ ), or balance laws (e.g. [32, 26]), and has recently being applied to problems that are classified under the domain of hyperbolic-parabolic systems (e.g [14, 23, 24, 5]). The objective of this work is to systematize the derivation of relative entropy identities, referring to (1.4) as a unifying framework, in order to connect the theory to its natural framework, the $L^{2}$ theory of hyperbolic-parabolic systems of Kawashima [21] and the developments on Green functions by LiuZeng [25], and to strengthen the connection of this method with the framework of thermodynamics.

We place the following hypotheses:
$\left(\mathrm{H}_{1}\right) \quad A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a $C^{2}$ globally invertible map with $\nabla A(u)$ nonsingular,
$\left(\mathrm{H}_{2}\right) \quad$ existence of an entropy-entropy flux pair $(\eta, q)$, that is $\exists G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, G=G(u)$ smooth such that

$$
\begin{aligned}
\nabla \eta & =G \cdot \nabla A \\
\nabla q_{\alpha} & =G \cdot \nabla F_{\alpha}, \quad \alpha=1, \ldots, d
\end{aligned}
$$

$\left(\mathrm{H}_{3}\right)$ the symmetric matrix $\nabla^{2} \eta(u)-G(u) \cdot \nabla^{2} A(u)$ is positive definite.

Hypotheses $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ are equivalent to the usual symmetrizability hypothesis in the sense of Friedrichs and Lax and render the system (1.5) hyperbolic.

Along solutions of (1.4), the entropy identity

$$
\begin{equation*}
\partial_{t} \eta(u)+\partial_{\alpha} q_{\alpha}(u)=\varepsilon \partial_{\alpha}\left(G(u) \cdot B_{\alpha \beta}(u) \partial_{\beta} u\right)-\varepsilon \nabla G(u) \partial_{\alpha} u \cdot B_{\alpha \beta}(u) \partial_{\beta} u \tag{1.6}
\end{equation*}
$$

is satisfied. We assume one of the following conditions:
$\left(\mathrm{H}_{4}\right)$ the matrices $\nabla G(u)^{T} B_{\alpha \beta}(u)$ induce entropy dissipation to (1.4), namely

$$
\sum_{\alpha, \beta} \xi_{\alpha} \cdot \nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta} \geq 0 \quad \forall \xi_{\alpha}, \xi_{\beta} \in \mathbb{R}^{n},
$$

$\left(\mathrm{H}_{5}\right)$ or, that the stronger dissipative structure holds for (1.4): $\exists \mu>0$ such that

$$
\sum_{\alpha, \beta} \nabla G(u) \partial_{\alpha} u \cdot B_{\alpha \beta}(u) \partial_{\beta} u \geq \mu \sum_{\alpha}\left|\sum_{\beta} B_{\alpha \beta}(u) \partial_{\beta} u\right|^{2} .
$$

Hypothesis $\left(\mathrm{H}_{4}\right)$ is a minimum framework inducing entropy dissipation along the evolution, at the same time it allows for degenerate diffusion matrices. It is often replaced by more discriminating conditions like $\left(\mathrm{H}_{4 s}\right)$ in section 2.4 or $\left(\mathrm{H}_{5}\right)$ above. Conditions on dissipation for general hyperbolicparabolic systems are introduced in [21, 22]. Hypothesis ( $\mathrm{H}_{5}$ ) appears in Dafermos [10, Ch IV], with the motivation that dissipation controls the diffusion in (1.4), and it allows for degenerate viscosity matrices. The hypotheses $\left(\mathrm{H}_{4}\right)$ and $\left(\mathrm{H}_{5}\right)$ are related to the Kawashima condition; we refer to Dafermos [10, Ch IV] and the articles by Serre [27, 28, 29] for further discussions.

The article is divided into two parts. The first part is devoted in the development of the general theory of the relative entropy method for the hyperbolic-parabolic system (1.4). The relative entropy is defined via

$$
\begin{equation*}
\eta(u \mid \bar{u})=\eta(u)-\eta(\bar{u})-G(u) \cdot(A(u)-A(\bar{u})) \tag{1.7}
\end{equation*}
$$

and leads to the relative entropy identity (2.42) for the system (1.4) in Section 2.3. The second part is focused on studying two examples from thermodynamics that are presented in comparison to the general theory.

The outline of the paper is as follows: The main calculation is performed in Section 2.3 and yields the relative entropy identity (2.42). The error terms in the identity have to be properly collected in order to control them and prove theorems. Indeed, in Theorem 2.1 of Section 2.4 we establish stability among bounded smooth solutions of hyperbolic-parabolic systems under the hypothesis $\left(\mathrm{H}_{4 s}\right)$. Then, in Theorem 2.2 of Section 2.5, we prove a general convergence result in the zero-viscosity limit from the viscous system (1.4) to a smooth solution of the inviscid system
(1.5), valid under general a-priori bounds and even for degenerate viscosity matrices. This is accomplished by using hypothesis $\left(\mathrm{H}_{5}\right)$. While there are alternative well developed techniques for obtaining convergence results for the zero-viscosity limit to smooth solutions (see for instance [21, $\mathrm{Ch} \mathrm{V}]$ ) the present proof is striking in simplicity and generality. In addition, by viewing the relative entropy function as a "metric" for measuring distance, we can interpret these results in terms of norms and even get an $O(\varepsilon)$ rate of convergence.

In Section 3, we consider dissipative measure valued solutions for systems of conservation laws and balance laws respectively under appropriate growth conditions on the constitutive functions. We use the relative entropy identity to prove in Theorem 3.2 that a strong conservative solution of (1.5) is unique within the class of dissipative measure-valued solutions. Analogous theorems have been proved in $[3,11,19,17]$; the present result is a technical extension of these works, and presents a comprehensive result in the $L^{p}$ framework of approximate solutions to hyperbolic systems (1.5). In Section 3.2, we study systems of balance laws and investigate the role of source terms in the derivation of relative entropy and weak-strong uniqueness results. The proofs in Section 3 are complemented by useful estimates established in Appendix A, which allow us to express the relative entropy $\eta(u \mid \bar{u})$ as a "metric" measuring the distance between $u$ and $\bar{u}$.

The aforementioned results apply to the general class (1.4) but require either a full-dissipative structure arising from a positive definite viscosity matrix (see $\left(\mathrm{H}_{4 s}\right)$ ) or at least the weaker condition $\left(\mathrm{H}_{5}\right)$. It is well known that in most applications only a partial dissipative structure is available, and it typically originates from nonnegative but singular viscosity matrices. In the second part, we undertake this issue in two examples. In Section 4, we take up the system of one dimensional gas-dynamics for viscous, heat conducting gases and derive the relative entropy formula for this system. In Section 5 we consider the system of thermoviscoelasticity in several space dimensions and derive the relative entropy identity. For the systems studied in Sections 4 and 5, the hypothesis $\left(\mathrm{H}_{3}\right)$ translates into the stability conditions: $\psi_{F F}(F, \theta)>0$ and $\eta_{\theta}(F, \theta)>0$. The condition of convexity of the free energy (in $F$ ) is too strong and inconsistent with the requirements of frame indifference; its relaxation is the objective of a future work. The second condition is familiar from the work of Gibbs on thermodynamic stability. We establish analogous theorems to those of Sections 2 and 3 in the context of thermoviscoelasticity. In particular, in Theorem 5.3 of Section 5.3, we prove the convergence from weak solutions of the system of thermoviscoelasticity to the smooth solution of the system of thermoelastic nonconductors of heat as the parameters $\mu, k$ tend to zero. Analogous results in more specialized contexts of gas dynamics with Stokes viscosity and Fourier heat conduction are established in $[14,15]$ and [29]. Finally, in Theorem 5.6 of Section 5.4, we establish uniqueness of strong solutions within the class of entropic-measure valued solutions to the
system of adiabatic thermoelasticity.
Two of the major differences that arise in the relative entropy method between the examples and the general theory are: (a) Hypothesis $\left(\mathrm{H}_{5}\right)$ that is assumed to prove the convergence of the zeroviscosity limit for general hyperbolic-parabolic systems (1.4) in Section 2.5 does not apply to the system of thermodynamics in Section 5.3. One can confirm this by computing condition $\left(\mathrm{H}_{5}\right)$ in the case of the example. Perhaps a variant might apply, but in order to get the elegant condition $\left(\mathrm{H}_{\mu, k}\right)$ imposed on the parameters $\mu$ and $k$ of Theorem 5.3, one needs to work out the special case. (b) The role of concentration measure is different in the setting of thermodynamics from the workings in the general mv-weak versus strong uniqueness result in Section 3. As a matter of fact, in the definition of entropic measure-valued solutions for the system of adiabatic thermoelasticity, in contrast to the theory of dissipative mv-solutions for general systems of conservation laws, a concentration measure appears in the energy conservation law rather than in the Clausius-Duhem inequality describing the entropy production. The reason is that the estimates in the example are generated by the energy identity and not by the entropy inequality, which is typical in the example as contrasted to the general theory. This issue is pursued in Section 5.4.

## 2 Relative entropy for systems of hyperbolic parabolic conservation laws

We consider the system of partial differential equations

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=\varepsilon \partial_{\alpha}\left(B_{\alpha \beta}(u) \partial_{\beta} u\right) \tag{2.1}
\end{equation*}
$$

where $u=u(t, x): \mathbb{R}^{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ and $n, d$ are integers representing the number of the conserved quantities and the space dimension. The functions $A, F_{\alpha}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, B_{\alpha \beta}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ are smooth, $\alpha, \beta=1, \ldots, d$ and system (2.1) belongs to the general class of hyperbolic-parabolic systems.

The summation convention over repeated indices is employed throughout this article and some computations may appear in extended coordinates for clarification.

The objective is to develop a relative entropy identity for hyperbolic-parabolic systems (2.1). Hypotheses on the constitutive functions and the viscosity matrices will be placed and guided by the goal of rendering this identity useful and applying it to some standard questions of stability, convergence and uniqueness. Comparisons are pursued with the Lax-Friedrichs theory of symmetrizable systems and the Kawashima $L^{2}$-theory for hyperbolic-parabolic systems.

### 2.1 Hypotheses

### 2.1.1 Relative entropy for a hyperbolic system

Consider first the constituent system of conservation laws

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=0 . \tag{2.2}
\end{equation*}
$$

It is assumed that $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a $C^{2}$ map which is one-to-one and satisfies

$$
\begin{equation*}
\nabla A(u) \quad \text { is nonsingular } \quad \forall u \in \mathbb{R}^{n} . \tag{1}
\end{equation*}
$$

By the inverse function theorem the map $v=A(u)$ is locally invertible with the inverse map $u=A^{-1}(v)$ a $C^{2}$ map. By assumption $\left(\mathrm{H}_{1}\right)$ the map $v=A(u)$ is globally invertible and the set theoretic inverse coincides and inherits the smoothness of the inverse induced by the inverse function theorem.

The system (2.2) is endowed with an additional conservation law

$$
\begin{equation*}
\partial_{t} \eta(u)+\partial_{\alpha} q_{\alpha}(u)=0 . \tag{2.3}
\end{equation*}
$$

This structural hypothesis is rendered precise as follows: The functions $\eta-q, q=\left(q_{\alpha}\right), \alpha=1, \ldots, d$, are called an entropy pair ( $\eta$ is called entropy and $q=\left(q_{\alpha}\right)$, the associated entropy-flux) if there exists a smooth function $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, G=G(u)$, such that simultaneously

$$
\begin{align*}
\nabla \eta & =G \cdot \nabla A  \tag{2}\\
\nabla q_{\alpha} & =G \cdot \nabla F_{\alpha}, \quad \alpha=1, \ldots, d .
\end{align*}
$$

If $\left(\mathrm{H}_{2}\right)$ is satisfied then smooth solutions of (2.2) satisfy the additional identity (2.3). One checks that $\left(\mathrm{H}_{2}\right)$ is equivalent to requiring that $G$ satisfies the simultaneous equations

$$
\begin{align*}
\nabla G^{T} \nabla A & =\nabla A^{T} \nabla G  \tag{2.4}\\
\nabla G^{T} \nabla F_{\alpha} & =\nabla F_{\alpha}^{T} \nabla G, \quad \alpha=1, \ldots, d . \tag{2.5}
\end{align*}
$$

It is clear that the system (2.4), (2.5) is in general overdetermined. Nevertheless, systems from mechanics naturaly inherit the entropy pair structure from the second law of thermodynamics.

Given two solutions $u, \bar{u}$ of (2.2), the relative entropy is defined via

$$
\begin{align*}
\eta(u \mid \bar{u}) & =\eta(u)-\eta(\bar{u})-G(\bar{u}) \cdot(A(u)-A(\bar{u}))  \tag{2.6}\\
& =\eta(u)-\eta(\bar{u})-\nabla \eta(\bar{u}) \cdot \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u})),
\end{align*}
$$

while the relative flux(es) by

$$
\begin{align*}
q_{\alpha}(u \mid \bar{u}) & =q_{\alpha}(u)-q_{\alpha}(\bar{u})-G(\bar{u}) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)  \tag{2.7}\\
& =q_{\alpha}(u)-q_{\alpha}(\bar{u})-\nabla \eta(\bar{u}) \cdot \nabla A(\bar{u})^{-1}\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right) .
\end{align*}
$$

The formula (2.6) will be used to estimate the distance between two solutions $u$ and $\bar{u}$. To make it amenable to analysis, we note that $\nabla^{2} \eta(u)-G(u) \cdot \nabla^{2} A(u)$ is symmetric and require that it is positive definite, that is

$$
\begin{equation*}
\xi \cdot\left(\nabla^{2} \eta(u)-G(u) \cdot \nabla^{2} A(u)\right) \xi>0 \quad \text { for } \xi \in \mathbb{R}^{n} \backslash\{0\} \tag{3}
\end{equation*}
$$

We clarify that in $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$ we use the contraction product in the form

$$
G(u) \cdot \nabla A(u):=\sum_{k=1}^{n} G_{k}(u) \nabla A_{k}(u) \in \mathbb{R}^{n}, \quad G(u) \cdot \nabla^{2} A(u):=\sum_{k=1}^{n} G_{k}(u) \nabla^{2} A_{k}(u) \in \mathbb{R}^{n \times n}
$$

respectively. Also the expression $\xi \cdot M \xi$, with $\xi \in \mathbb{R}^{n}$ and $M \in \mathbb{R}^{n \times n}$, is the dot product of the vectors $\xi$ and $M \xi$; these notations are used repeatedly in this article.

The expression (2.6) acquires under $\left(\mathrm{H}_{3}\right)$ some characteristics of a distance function, which render it useful for comparing two solutions $u(t, x)$ and $\bar{u}(t, x)$. The definition (2.6)-(2.7) extends for system (2.2) a well known definition pursued in $[8,12]$ for the case $A(u)=u$. A precursor to (2.6) appears in [21] for comparing a general solution $u(t, x)$ to a constant state $\bar{u}$, in connection to asymptotic behavior problems.

### 2.1.2 Hypotheses for the hyperbolic-parabolic system

Next we return to system (2.1), imposing hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ on the hyperbolic part, and examine the assumptions on the viscosity matrices from the perspective of the development of a relative entropy identity. Using the multiplier $G(u)$ in $\left(\mathrm{H}_{2}\right)$, we deduce that smooth solutions of (2.1) satisfy the identity

$$
\begin{equation*}
\partial_{t} \eta(u)+\partial_{\alpha} q_{\alpha}(u)=\varepsilon \partial_{\alpha}\left(G(u) \cdot B_{\alpha \beta}(u) \partial_{\beta} u\right)-\varepsilon \nabla G(u) \partial_{\alpha} u \cdot B_{\alpha \beta}(u) \partial_{\beta} u \tag{2.8}
\end{equation*}
$$

We will require that (2.8) induces a dissipative structure, namely that the following positive semidefinite structure holds true:

$$
\begin{equation*}
\sum_{\alpha, \beta=1}^{d} \xi_{\alpha} \cdot\left(\nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta}\right)=\sum_{\alpha, \beta=1}^{d} \sum_{i, j=1}^{n} \xi_{\alpha}^{i} D_{\alpha \beta}^{i j} \xi_{\beta}^{j} \geq 0 \quad \forall \xi_{\alpha}, \xi_{\beta} \in \mathbb{R}^{n} \tag{4}
\end{equation*}
$$

where $D_{\alpha \beta} \doteq \nabla G(u)^{T} B_{\alpha \beta}(u)$, for $\alpha, \beta=1, \ldots, d$ and note that $\left(\mathrm{H}_{4}\right)$ is rewritten in extended coordinates for the convenience of the reader and the computations in Section 2.4. In view of the identity (2.8), this guarantees that the entropy dissipates along the evolution. Hypothesis $\left(\mathrm{H}_{4}\right)$ is natural in the context of applications to mechanics as it is connected to entropy dissipation and the Clausius-Duhem inequality.

Another hypothesis of different nature is set in Section 2.5 that allows degenerate viscosity matrices to be considered in the zero-viscosity limit.

### 2.1.3 A convex entropy for an equivalent system

Here, we compare hypotheses $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$ with the familiar notion of symmetrizable first-order systems of Friedrichs and Lax [18]. Hypothesis $\left(\mathrm{H}_{1}\right)$ is a standing assumption that guarantees the transformation $v=A(u)$ is invertible, and the system (2.2) and (2.3) can be expressed in terms of the conserved variables $v$,

$$
\begin{align*}
\partial_{t} v+\partial_{\alpha}\left(F_{\alpha} \circ A^{-1}\right)(v) & =0  \tag{2.9}\\
\partial_{t}\left(\eta \circ A^{-1}\right)(v)+\partial_{\alpha}\left(q_{\alpha} \circ A^{-1}\right)(v) & =0 . \tag{2.10}
\end{align*}
$$

Setting

$$
\begin{equation*}
f_{\alpha}(v)=F_{\alpha} \circ A^{-1}(v), \quad H(v)=\eta \circ A^{-1}(v), \quad Q_{\alpha}(v)=q_{\alpha} \circ A^{-1}(v) . \tag{2.11}
\end{equation*}
$$

we obtain the formulas

$$
\begin{equation*}
\eta(u)=H(A(u)), \quad q_{\alpha}(u)=Q_{\alpha}(A(u)) . \tag{2.12}
\end{equation*}
$$

They readily yield

$$
\begin{align*}
\nabla_{u} \eta(u) & =\left(\nabla_{v} H\right)(A(u)) \cdot \nabla_{u} A(u), \\
\nabla_{u} q_{\alpha}(u) & =\left(\nabla_{v} Q_{\alpha}\right)(A(u)) \cdot \nabla_{u} A(u) \tag{2.13}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla_{u}^{2} \eta(u)=\left(\nabla_{v}^{2} H\right)(A(u)):\left(\nabla_{u} A(u), \nabla_{u} A(u)\right)+\left(\nabla_{v} H\right)(A(u)) \cdot \nabla_{u}^{2} A(u) . \tag{2.14}
\end{equation*}
$$

Suppose that $\eta-q$ is an entropy pair for (2.2) satisfying $\left(\mathrm{H}_{2}\right)$. If the flux $f_{\alpha}$ and the pair $H-Q$ are defined by (2.11) then (2.13) implies

$$
\begin{array}{r}
G(u)=\left(\nabla_{v} H\right)(A(u)) \\
\nabla_{v} Q_{\alpha}(v)=\nabla_{v} H(v) \cdot \nabla_{v} f_{\alpha}(v), \tag{2}
\end{array}
$$

i.e. the pair $H-Q$ is an entropy pair for (2.9) with the multiplier $G(u)$ is defined via (2.15). By (2.14), Hypothesis $\left(\mathrm{H}_{3}\right)$ translates to the requirement that the entropy $H(v)$ is convex,

$$
\begin{equation*}
\zeta \cdot \nabla_{v}^{2} H(v) \zeta>0 \quad \text { for } \zeta \in \mathbb{R}^{n}, \zeta \neq 0 . \tag{3}
\end{equation*}
$$

Conversely, if (2.9) is endowed with an entropy pair $H-Q$ with $H$ convex, then $\eta-q$ defined via (2.12) is an entropy pair for (2.2) where $F(u):=f(A(u))$ and $G(u)$ is selected via (2.15). The convexity assumption $\left(\mathrm{h}_{3}\right)$ for $H(v)$ translates to $\left(\mathrm{H}_{3}\right)$ for $\eta(u)$. In summary, $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$ are equivalent to the usual symmetrizability hypothesis of [18]. In particular, they render system (2.2) hyperbolic.

Regarding next the hyperbolic-parabolic system (2.1), it is instructive to compare the structural hypotheses pursued here to the $L^{2}$ theory of hyperbolic-parabolic systems. As already mentioned,
hypothesis $\left(\mathrm{H}_{4}\right)$ on the diffusion coefficients render the last term of (2.8) as semi-positive definite. We refer the reader to Kawashima [21, 22] for the early developments and to Liu-Zeng [25] for the connection to Green's functions for hyperbolic-parabolic systems as well as to Kawashima [21, Ch II] and Dafermos [10] for results concerning well-posedness of hyperbolic-parabolic systems. A detailed exposition on the structure of dissipative viscous systems is given by Serre in the articles [29, 28, 27] and the symmetry of the dissipation tensor $D_{\alpha \beta}=\nabla G(u)^{T} B_{\alpha \beta}(u)$ is investigated in connection to the Onsager's principle. We only note here that effective diffusion matrices $D_{\alpha \beta}$ should at least satisfy the well-known Kawashima condition, which guarantees that waves of all characteristic families are properly damped. This can be deduced from hypothesis $\left(\mathrm{H}_{4}\right)$ by setting $\xi_{\alpha}=\nu_{\alpha} R_{i}$ with $R_{i}$ standing for the right eigenvector associated to the $i$-characteristic speed of system (2.1) and $\vec{\nu} \in S^{d-1}$.

### 2.2 The relative entropy identity for systems of hyperbolic conservation laws

In this section, subject to hypotheses $\left(\mathrm{H}_{1}\right)$, $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$, we extend to the hyperbolic system (2.2) a well known calculation developed in $[8,12]$ for the case $A(u)=u$. We note that the calculation here is shown only because it is useful and in preparation for what it comes in the next subsection on hyperbolic-parabolic systems. We will also return to this in Section 3 for proving uniqueness of dissipative measure-valued solutions within the family of strong solutions. Moreover, this calculation is formal, it can however be made rigorous following ideas that are well developed (see e.g. [10, Ch V]) and provides a way of comparing a weak entropic to a strong solution of (2.2). There exist variants of this calculation that compare entropic measure valued solutions to strong solutions of hyperbolic conservation laws (see [3, 11]).

Let $u$ be an entropy weak solution of (2.2), that is $u$ is a weak solution of (2.2) that satisfies in the sense of distributions the inequality

$$
\begin{equation*}
\partial_{t} \eta(u)+\partial_{\alpha} q_{\alpha}(u) \leq 0 . \tag{2.16}
\end{equation*}
$$

Let $\bar{u}$ be a strong (conservative) solution of (2.2) that is satisfying the entropy identity

$$
\begin{equation*}
\partial_{t} \eta(\bar{u})+\partial_{\alpha} q_{\alpha}(\bar{u})=0 . \tag{2.17}
\end{equation*}
$$

We proceed to compute the relative entropy identity for the quantities relative entropy (2.6)
and relative flux (2.7). Observe first that $u, \bar{u}$ satisfy the chain of identities

$$
\begin{align*}
& \partial_{t}(G(\bar{u}) \cdot(A(u)-A(\bar{u})))+ \partial_{\alpha}\left(G(\bar{u}) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)\right) \\
&= \nabla G(\bar{u}) \partial_{t} \bar{u} \cdot(A(u)-A(\bar{u}))+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right) \\
& \stackrel{(2.2),\left(\mathrm{H}_{1}\right)}{=}-\bar{u}_{x_{\alpha}} \cdot \nabla F_{\alpha}(\bar{u})^{T} \nabla A(\bar{u})^{-T} \nabla G(\bar{u})^{T}(A(u)-A(\bar{u})) \\
& \quad+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)
\end{aligned} \begin{aligned}
& \stackrel{(2.4)}{=}-\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot \nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))  \tag{2.18}\\
& \quad+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right) \\
&=: \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot F_{\alpha}(u \mid \bar{u}),
\end{align*}
$$

where

$$
\begin{equation*}
F_{\alpha}(u \mid \bar{u}):=F_{\alpha}(u)-F_{\alpha}(\bar{u})-\nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u})) . \tag{2.19}
\end{equation*}
$$

Combining (2.16), (2.17) and (2.18), we obtain

$$
\begin{equation*}
\partial_{t} \eta(u \mid \bar{u})+\partial_{\alpha} q_{\alpha}(u \mid \bar{u}) \leq-\partial_{\alpha} G(\bar{u}) \cdot F_{\alpha}(u \mid \bar{u}) . \tag{2.20}
\end{equation*}
$$

This is the relative entropy inequality associated with the hyperbolic system (2.2) under hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{3}\right)$ and the aim is to generalize the above calculation is the presence of viscosity matrices in the next subsection. We emphasize that the above computations via the change of variables $v=A(u)$ is identical to the classical resuls [8,12]. However, this is not true for the computations on the hyperbolic-parabolic systems (2.1).

### 2.3 The relative entropy identity for hyperbolic-parabolic systems

In this section, the relative entropy calculation is extended between two solutions $u$ and $\bar{u}$ of

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=\varepsilon \partial_{\alpha}\left(B_{\alpha \beta}(u) \partial_{\beta} u\right) . \tag{2.21}
\end{equation*}
$$

We work under $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ and assume that the viscosity matrices $D_{\alpha \beta} \doteq \nabla G(u)^{T} B_{\alpha \beta}(u)$ satisfy hypothesis $\left(\mathrm{H}_{4}\right)$, which guarantees entropy dissipation (2.8) along the evolution.

We consider two solutions $u$ and $\bar{u}$ of (2.21) which also satisfy (2.8) and as before, all calculations will be performed for strong solutions. However, the reader can easily check that one can assume that $u$ is a weak entropy solution while $\bar{u}$ is a strong solution and the calculation can still be derived in the sense of distributions. This might be useful for problems involving positive semidefinite diffusion matrices where one in general expects global existence for weak solutions only.

Subtracting the entropy identities (2.8) for the respective solutions we get

$$
\begin{align*}
\partial_{t}(\eta(u)-\eta(\bar{u}))+ & \partial_{\alpha}\left(q_{\alpha}(u)-q_{\alpha}(\bar{u})\right) \\
= & \varepsilon \partial_{\alpha}\left(G(u) \cdot B_{\alpha \beta}(u) \partial_{\beta} u-G(\bar{u}) \cdot B_{\alpha \beta}(\bar{u}) \partial_{\beta} \bar{u}\right)  \tag{2.22}\\
& -\varepsilon \nabla G(u) u_{x_{\alpha}} \cdot B_{\alpha \beta}(u) u_{x_{\beta}}+\varepsilon \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} .
\end{align*}
$$

Proceeding along the steps of the derivation of (2.18) from starting point the equation (2.21) we derive the identity

$$
\begin{align*}
& \partial_{t}(G(\bar{u}) \cdot(A(u)-A(\bar{u})))+\partial_{\alpha}\left(G(\bar{u}) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)\right) \\
& =\partial_{t}(G(\bar{u})) \cdot(A(u)-A(\bar{u}))+\partial_{\alpha}(G(\bar{u})) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right) \\
& \quad+\varepsilon G(\bar{u}) \cdot \partial_{\alpha}\left[B_{\alpha \beta}(u) \partial_{\beta} u-B_{\alpha \beta}(\bar{u}) \partial_{\beta} \bar{u}\right]  \tag{2.23}\\
& = \\
& \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot F_{\alpha}(u \mid \bar{u}) \\
& \quad+\varepsilon \nabla G(\bar{u})(\nabla A(\bar{u}))^{-1} \partial_{\alpha}\left(B_{\alpha \beta}(\bar{u}) \partial_{\beta} \bar{u}\right) \cdot(A(u)-A(\bar{u})) \\
& \quad+\varepsilon G(\bar{u}) \cdot \partial_{\alpha}\left[B_{\alpha \beta}(u) \partial_{\beta} u-B_{\alpha \beta}(\bar{u}) \partial_{\beta} \bar{u}\right] .
\end{align*}
$$

We subtract (2.23) from (2.22) and use (2.6), (2.7), (2.4), (2.5) and an integration by parts to obtain

$$
\begin{equation*}
\partial_{t} \eta(u \mid \bar{u})+\partial_{\alpha} q_{\alpha}(u \mid \bar{u})=-\nabla G(\bar{u})\left(\partial_{\alpha} \bar{u}\right) \cdot F_{\alpha}(u \mid \bar{u})+\varepsilon \partial_{x_{\alpha}} J_{\alpha}+\varepsilon K, \tag{2.24}
\end{equation*}
$$

where the flux $J_{\alpha}$ and the term $K$ are defined by

$$
\begin{align*}
J_{\alpha}:= & G(u) \cdot B_{\alpha \beta}(u) u_{x_{\beta}}-G(\bar{u}) \cdot B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \\
& -G(\bar{u}) \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \\
& -B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot \nabla A(\bar{u})^{-T} \nabla G(\bar{u})^{T}(A(u)-A(\bar{u})),  \tag{2.25}\\
K= & -\nabla G(u) u_{x_{\alpha}} \cdot B_{\alpha \beta}(u) u_{x_{\beta}}+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \\
& +\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \\
& +B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot \nabla G(\bar{u}) \partial_{\alpha}\left(\nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right) \\
& +B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot \nabla^{2} G(\bar{u}):\left(\bar{u}_{x_{\alpha}}, \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right) . \tag{2.26}
\end{align*}
$$

Equation (2.24) is the basic relative entropy identity. In the sequel we rearrange the terms so that $J_{\alpha}$ and $K$ are expressed in a more revealing form.

First, using (2.4), we rewrite

$$
\begin{align*}
J_{\alpha}= & (G(u)-G(\bar{u})) \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \\
& +B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot\left[G(u)-G(\bar{u})-\nabla G(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right]  \tag{2.27}\\
= & (G(u)-G(\bar{u})) \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right)+B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot G(u \mid \bar{u}),
\end{align*}
$$

where $G(u \mid \bar{u})$ is defined by

$$
\begin{equation*}
G(u \mid \bar{u}):=G(u)-G(\bar{u})-\nabla G(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u})) \tag{2.28}
\end{equation*}
$$

and is of order $O\left(|u-\bar{u}|^{2}\right)$ as $|u-\bar{u}| \rightarrow 0$.
The quantity $K$ in (2.26) is rewritten as

$$
\begin{align*}
& K=-\left(\nabla G(u) u_{x_{\alpha}}-\nabla G(\bar{u}) \bar{u}_{x_{\alpha}}\right) \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \\
&+B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot {\left[-\nabla G(u) u_{x_{\alpha}}+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}}\right.} \\
&+\nabla G(\bar{u}) \partial_{\alpha}\left(\nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right) \\
&\left.+\nabla^{2} G(\bar{u}):\left(\bar{u}_{x_{\alpha}}, \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right)\right] \\
&= T_{1}+B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot T_{\alpha, 2} . \tag{2.29}
\end{align*}
$$

Observe that term $T_{\alpha, 2}$ is rewritten as

$$
\begin{align*}
T_{\alpha, 2}= & -\nabla G(u) u_{x_{\alpha}}+\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \\
& +\nabla G(\bar{u}) \partial_{\alpha}\left(\nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))-(u-\bar{u})\right) \\
& +\nabla G(\bar{u}) \partial_{\alpha}(u-\bar{u})+\nabla^{2} G(\bar{u}):\left(\bar{u}_{x_{\alpha}}, \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right)  \tag{2.30}\\
= & \nabla G(\bar{u}) \partial_{\alpha} \phi(u \mid \bar{u})-(\nabla G(u)-\nabla G(\bar{u}))\left(u_{x_{\alpha}}-\bar{u}_{x_{\alpha}}\right)-L(u \mid \bar{u}) \bar{u}_{x_{\alpha}},
\end{align*}
$$

where we set

$$
\begin{align*}
& \phi(u \mid \bar{u}):=\nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))-(u-\bar{u}),  \tag{2.31}\\
& L(u \mid \bar{u}):=\nabla G(u)-\nabla G(\bar{u})-\nabla^{2} G(\bar{u}) \cdot \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u})), \tag{2.32}
\end{align*}
$$

and note that both terms are quadratic as $|u-\bar{u}| \rightarrow 0$. In turn,

$$
\begin{align*}
B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot T_{\alpha, 2}= & \partial_{x_{\alpha}}\left(B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot \nabla G(\bar{u}) \phi(u \mid \bar{u})\right)-\partial_{x_{\alpha}}\left(\nabla G(\bar{u})^{T} B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \cdot \phi(u \mid \bar{u}) \\
& -B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot(\nabla G(u)-\nabla G(\bar{u}))\left(u_{x_{\alpha}}-\bar{u}_{x_{\alpha}}\right)-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot L(u \mid \bar{u}) \bar{u}_{x_{\alpha}} \\
= & \partial_{x_{\alpha}} j_{\alpha}+Q_{1}+Q_{2}+Q_{3}, \tag{2.33}
\end{align*}
$$

where we have set

$$
\begin{equation*}
j_{\alpha}:=B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot \nabla G(\bar{u}) \phi(u \mid \bar{u}), \tag{2.34}
\end{equation*}
$$

and

$$
\begin{align*}
Q_{1} & :=-\partial_{x_{\alpha}}\left(\nabla G(\bar{u})^{T} B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \cdot \phi(u \mid \bar{u}),  \tag{2.35}\\
Q_{2} & :=-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot(\nabla G(u)-\nabla G(\bar{u}))\left(u_{x_{\alpha}}-\bar{u}_{x_{\alpha}}\right),  \tag{2.36}\\
Q_{3} & :=-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}} \cdot L(u \mid \bar{u}) \bar{u}_{x_{\alpha}} . \tag{2.37}
\end{align*}
$$

On the other hand the term $T_{1}$ is rearranged as

$$
\begin{align*}
T_{1} & =-\left(\nabla G(u) u_{x_{\alpha}}-\nabla G(\bar{u}) \bar{u}_{x_{\alpha}}\right) \cdot\left(B_{\alpha \beta}(u) u_{x_{\beta}}-B_{\alpha \beta}(\bar{u}) \bar{u}_{x_{\beta}}\right) \\
& =-\nabla G(u) \partial_{\alpha}(u-\bar{u}) \cdot B_{\alpha \beta}(u) \partial_{\beta}(u-\bar{u})+Q_{4}+Q_{5}+Q_{6}  \tag{2.38}\\
& =-D+Q_{4}+Q_{5}+Q_{6}
\end{align*}
$$

where

$$
\begin{align*}
Q_{4} & :=-\nabla G(u)\left(u_{x_{\alpha}}-\bar{u}_{x_{\alpha}}\right) \cdot\left(B_{\alpha \beta}(u)-B_{\alpha \beta}(\bar{u})\right) \bar{u}_{x_{\beta}}  \tag{2.39}\\
Q_{5} & :=-(\nabla G(u)-\nabla G(\bar{u})) \bar{u}_{x_{\alpha}} \cdot B_{\alpha \beta}(u)\left(u_{x_{\beta}}-\bar{u}_{x_{\beta}}\right)  \tag{2.40}\\
Q_{6} & :=-(\nabla G(u)-\nabla G(\bar{u})) \bar{u}_{x_{\alpha}} \cdot\left(B_{\alpha \beta}(u)-B_{\alpha \beta}(\bar{u})\right) \bar{u}_{x_{\beta}} \tag{2.41}
\end{align*}
$$

are quadratic terms (viewed as errors) while by virtue of $\left(\mathrm{H}_{4}\right)$ the term $D$ is positive semi-definite,

$$
D:=\sum_{\alpha, \beta} \nabla G(u) \partial_{\alpha}(u-\bar{u}) \cdot B_{\alpha \beta}(u) \partial_{\beta}(u-\bar{u}) \geq 0
$$

and captures the effect of dissipation by taking $\xi_{\alpha}=\partial_{\alpha}(u-\bar{u}) \in \mathbb{R}^{n}$.
We conclude that the term $K$, defined in (2.26), can be reorganized using (2.29), (2.33) and (2.38) in the form

$$
K=\partial_{x_{\alpha}} j_{\alpha}-D+Q_{1}+Q_{2}+Q_{3}+Q_{4}+Q_{5}+Q_{6}
$$

Putting everything together we obtain the final form of the relative entropy identity

$$
\begin{align*}
\partial_{t} \eta(u \mid \bar{u})+\partial_{\alpha}\left(q_{\alpha}(u \mid \bar{u})\right. & \left.-\varepsilon\left(J_{\alpha}+j_{\alpha}\right)\right)+\varepsilon \nabla G(u) \partial_{\alpha}(u-\bar{u}) \cdot B_{\alpha \beta}(u) \partial_{\beta}(u-\bar{u}) \\
& =-\nabla G(\bar{u})\left(\partial_{\alpha} \bar{u}\right) \cdot F_{\alpha}(u \mid \bar{u})+\varepsilon \sum_{i=1}^{6} Q_{i} \tag{2.42}
\end{align*}
$$

where the relative entropy is defined in (2.6), the relative flux in (2.7), the terms $F_{\alpha}(u \mid \bar{u})$ in (2.19) the viscous fluxes $J_{\alpha}$ and $j_{\alpha}$ in (2.27), (2.34), and the quadratic "error" terms $Q_{i}$ in (2.35), (2.36), (2.37), (2.39), (2.40) and (2.41) respectively. We will see the significance of the above identity in the following two subsections in establishing theorems for comparing to solutions $u$ and $\bar{u}$ and the importance of having all the terms on right-hand side expressed in this particular form.

### 2.4 Stability of viscous solutions

The objective in this section is to prove stability of smooth solutions to (2.21) using the relative entropy identity (2.42). We will impose a strengthened version of $\left(\mathrm{H}_{4}\right)$, corresponding to the strictly positive definite case:

$$
\sum_{\alpha, \beta=1}^{d} \xi_{\alpha} \cdot\left(\nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta}\right)>0 \quad \forall \xi=\left(\xi_{1}, \ldots, \xi_{d}\right) \in \mathbb{R}^{d \times n}, \xi \neq 0
$$

For $\xi \in \mathbb{R}^{n \times d}$ we denote by $|\xi|=\left(\sum_{\alpha=1}^{d} \sum_{i=1}^{n}\left|\xi_{\alpha, i}\right|^{2}\right)^{1 / 2}$ its Euclidean norm. We define the minimum and maximum eigenvalues of the quadratic form in $\left(\mathrm{H}_{4 s}\right)$, for $u \in \mathbb{R}^{n}$, in the usual way

$$
\begin{align*}
& \nu(u)=\inf \left\{\sum_{\alpha, \beta=1}^{d} \xi_{\alpha} \cdot\left(\nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta}\right)\left|\xi=\left(\xi_{1}, \ldots, \xi_{d}\right) \in \mathbb{R}^{d \times n},|\xi|=1\right\}>0,\right.  \tag{2.43}\\
& N(u)=\sup \left\{\sum_{\alpha, \beta=1} \xi_{\alpha} \cdot\left(\nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta}\right)\left|\xi=\left(\xi_{1}, \ldots, \xi_{d}\right) \in \mathbb{R}^{d \times n},|\xi|=1\right\}<\infty .\right.
\end{align*}
$$

Then $\left(\mathrm{H}_{4 s}\right)$ in expressed in the quantitative form,

$$
\begin{equation*}
0<\nu(u)|\xi|^{2} \leq \sum_{\alpha, \beta} \xi_{\alpha} \cdot\left(\nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta}\right) \leq N(u)|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{d \times n} \backslash\{0\} . \tag{2.44}
\end{equation*}
$$

Given the identity (2.42), the remainder of the theorem is an extension to the case of hyperbolicparabolic systems of theorems regarding stabilization of hyperbolic systems (e.g. [10, Thm 5.3.1]). We work on the whole space $\mathbb{R}^{d} \times[0, T]$ and assume that the solutions decay as $|x| \rightarrow \infty$; such hypotheses are usually validated as part of an existence theory, but we do not pursue this here. One may easily extend the theorem below to the case of periodic solutions: $\bar{Q}_{T}=\mathbb{T}^{d} \times[0, T]$. We denote by $B_{M}$ the bounded set $B_{M}=\left\{\bar{u} \in \mathbb{R}^{n}:|\bar{u}| \leq M\right\}$ of size $M>0$. The following theorem establishes the $L^{2}$-stability of viscous solutions w.r.t. initial data, when both solutions are bounded under the hypotheses assumed in Section 2.1.

Theorem 2.1. Let $u, \bar{u}$ be smooth solutions of (2.21) defined on $\mathbb{R}^{d} \times[0, T]$ such that $u, \partial_{\alpha} u$ and $\bar{u}, \partial_{\alpha} \bar{u}$ decay sufficiently fast at infinity, and emanating from smooth initial data $u_{0}, \bar{u}_{0}$, with $u_{0}, \bar{u}_{0} \in\left(L^{\infty} \cap L^{2}\right)\left(\mathbb{R}^{d}\right)$. Assume the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)\left(\mathrm{H}_{3}\right)$ and $\left(\mathrm{H}_{4 s}\right)$ hold true and suppose that $u$ and $\bar{u}$ take values in a ball $B_{M} \subset \mathbb{R}^{n}$ of radius $M>0$. Then there exists a constant $C=C(T, \gamma, M, \nabla \bar{u})>0$ independent of $\varepsilon$, such that

$$
\begin{equation*}
\|u(t)-\bar{u}(t)\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leq C_{T}\left\|u_{0}-\bar{u}_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} . \tag{2.45}
\end{equation*}
$$

Proof. Let us set

$$
\begin{equation*}
\varphi(t) \doteq \int_{\mathbb{R}^{d}} \eta(u(t) \mid \bar{u}(t)) d x \quad t \in[0, T] . \tag{2.46}
\end{equation*}
$$

As $u, \bar{u}$ take values in $B_{M}$, hypothesis $\left(\mathrm{H}_{3}\right)$ implies that, for some $c=c(M)>0$,

$$
\begin{equation*}
\nabla^{2} \eta(u)-G(u) \cdot \nabla^{2} A(u) \geq c I>0 \tag{3}
\end{equation*}
$$

while hypothesis $\left(\mathrm{H}_{4 s}\right)$ implies, for some $\gamma=\gamma(M)>0$,

$$
\begin{equation*}
\sum_{\alpha, \beta} \xi_{\alpha} \cdot \nabla G(u)^{T} B_{\alpha \beta}(u) \xi_{\beta} \geq \gamma|\xi|^{2} \quad \forall \xi=\left(\xi_{1},,,,, \xi_{d}\right) \in \mathbb{R}^{d \times n} . \tag{4}
\end{equation*}
$$

Moreover, there exists a positive constant $C=C(c, M)$ such that

$$
\begin{equation*}
\frac{1}{C}\|A(u)-A(\bar{u})\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq \varphi(t) \leq C\|A(u)-A(\bar{u})\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \tag{2.47}
\end{equation*}
$$

and, by $\left(\mathrm{H}_{1}\right)$, this implies

$$
\begin{equation*}
\frac{1}{C}\|u(t)-\bar{u}(t)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq \varphi(t) \leq C\|u(t)-\bar{u}(t)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} . \tag{2.48}
\end{equation*}
$$

We employ (2.42) and integrate over $\mathbb{R}^{d} \times[0, t]$ to get

$$
\begin{align*}
\varphi(t)+\varepsilon \gamma \int_{0}^{t} \int_{\mathbb{R}^{d}}|\nabla u(s)-\nabla \bar{u}(s)|^{2} d x d s \leq & \varphi(0)-\int_{0}^{t} \int_{\mathbb{R}^{d}} \nabla G(\bar{u})\left(\partial_{\alpha} \bar{u}\right) \cdot F_{\alpha}(u(s) \mid \bar{u}(s)) d x d s \\
& +\varepsilon \sum_{i=1}^{6} \int_{0}^{t} \int_{\mathbb{R}^{d}} Q_{i}(x, s) d x d s \tag{2.49}
\end{align*}
$$

Now, we investigate the terms on the right-hand side of (2.49) using that $u, \bar{u} \in B_{M}$. By (2.19), (2.31), (2.32) and the terms (2.35)-(2.37), (2.39)-(2.41), we get the bounds

$$
\begin{gather*}
\left|\int_{\mathbb{R}^{d}} \nabla G(\bar{u})\left(\partial_{\alpha} \bar{u}\right) \cdot F_{\alpha}(u(s) \mid \bar{u}(s)) d x\right| \leq C\|u(s)-\bar{u}(s)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2},  \tag{2.50}\\
\left|\int_{\mathbb{R}^{d}} Q_{1}(s)+Q_{3}(s)+Q_{6}(s) d x\right| \leq C\|u(s)-\bar{u}(s)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2},  \tag{2.51}\\
\left|\int_{\mathbb{R}^{d}} Q_{2}(s)+Q_{4}(s)+Q_{5}(s) d x\right| \leq C\|u(s)-\bar{u}(s)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\gamma \int_{\mathbb{R}^{d}}|\nabla u(s)-\nabla \bar{u}(s)|^{2} d x, \tag{2.52}
\end{gather*}
$$

for $s \in[0, t]$ having $C$ a universal constant depending on $c$, the radius $M, \gamma$ and the derivatives of $\bar{u}$. Combining (2.48)-(2.52), we arrive at

$$
\begin{equation*}
\|u(t)-\bar{u}(t)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} \leq C\left(\left\|u_{0}-\bar{u}_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+(1+\varepsilon) \int_{0}^{t}\|u(s)-\bar{u}(s)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2} d s\right) \tag{2.53}
\end{equation*}
$$

and conclude the result via Gronwall's lemma for $0<\varepsilon<\varepsilon_{0}$. Note that the constant $C$ in (2.45) will also depend on time $T$ and $\varepsilon_{0}$.

### 2.5 Convergence in the zero-viscosity limit

Next, consider a family $\left\{u_{\varepsilon}\right\}$ of smooth solutions of the hyperbolic-parabolic system (2.21) defined on $\bar{Q}_{T}=\mathbb{T}^{d} \times[0, \infty)$ satisfying the entropy dissipation identities (2.8). Let $\bar{u}$ be a smooth solution of the hyperbolic system of conservation laws (2.2), defined on a maximal interval of existence $\left[0, T^{*}\right)$ with $T^{*} \leq \infty$, and satisfying the entropy conservation identity (2.3). Our objective is to show convergence of the family $\left\{u_{\varepsilon}\right\}$ to the smooth solution $\bar{u}$ on $\mathbb{T}^{d} \times[0, T]$, for $T<T^{*}$, as $\varepsilon \rightarrow 0$.

First, we establish the analog of the relative entropy identity when comparing a solution $u$ of (2.1) to a solution $\bar{u}$ of (2.2). The analog of (2.22) now reads

$$
\begin{align*}
& \partial_{t}(\eta(u)-\eta(\bar{u}))+\partial_{\alpha}\left(q_{\alpha}(u)-q_{\alpha}(\bar{u})\right) \\
& =\varepsilon \partial_{\alpha}\left(G(u) \cdot B_{\alpha \beta}(u) \partial_{\beta} u\right)-\varepsilon \nabla G(u) u_{x_{\alpha}} \cdot B_{\alpha \beta}(u) u_{x_{\beta}} \tag{2.54}
\end{align*}
$$

while the analog of (2.23) is

$$
\begin{align*}
& \partial_{t}(G(\bar{u}) \cdot(A(u)-A(\bar{u})))+\partial_{\alpha}\left(G(\bar{u}) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)\right)  \tag{2.55}\\
& =\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot F_{\alpha}(u \mid \bar{u})+\varepsilon G(\bar{u}) \cdot \partial_{\alpha}\left(B_{\alpha \beta}(u) \partial_{\beta} u\right),
\end{align*}
$$

hence leading to a relative entropy identity in the form

$$
\begin{align*}
\partial_{t} \eta(u \mid \bar{u}) & +\partial_{\alpha}\left[q_{\alpha}(u \mid \bar{u})-(G(u)-G(\bar{u})) \cdot B_{\alpha \beta}(u) \partial_{\beta} u\right]+\varepsilon \nabla G(u) \partial_{\alpha} u \cdot B_{\alpha \beta}(u) \partial_{\beta} u  \tag{2.56}\\
& =-\left(\partial_{\alpha} G(\bar{u})\right) \cdot F_{\alpha}(u \mid \bar{u})+\varepsilon\left(\partial_{\alpha} G(\bar{u})\right) \cdot B_{\alpha \beta}(u) \partial_{\beta} u .
\end{align*}
$$

We proceed to prove a general convergence theorem for zero viscosity limits to strong solutions. To this end condition $\left(\mathrm{H}_{4}\right)$ on the viscosity matrices is replaced by the hypothesis:

$$
\begin{equation*}
\sum_{\alpha, \beta} \nabla G(u) \partial_{\alpha} u \cdot B_{\alpha \beta}(u) \partial_{\beta} u \geq \mu \sum_{\alpha}\left|\sum_{\beta} B_{\alpha \beta}(u) \partial_{\beta} u\right|^{2}, \tag{5}
\end{equation*}
$$

with some positive constant $\mu$. Note that $\left(\mathrm{H}_{5}\right)$ can be also written in a general form using $\xi_{\alpha} \in \mathbb{R}^{n}$ instead of the gradients $\partial_{\alpha} u$ in a similar fashion as in $\left(H_{4}\right)$. Observe that $\left(H_{5}\right)$ is a sufficient condition to render the third term on the left-hand side of (2.56) dissipative and, via $\left(\mathrm{H}_{5}\right)$, this term dominates the last term of (2.56). This is the motivation given by Dafermos [10, Ch IV] for introducing this condition that actually allows general viscosity matrices which might be degenerate for the convergence to the zero-viscosity limit. Last, we mention that hypothesis $\left(\mathrm{H}_{5}\right)$ is related to the Kawashima condition; see Dafermos [10, Ch IV] and Serre [27, 28, 29] for further discussion.

Hypothesis $\left(\mathrm{H}_{5}\right)$ expanded in coordinates is rewritten as

$$
\sum_{i, j} \sum_{\alpha, \beta} \partial_{\alpha} G^{i}(u) B_{\alpha \beta}^{i j}(u) \partial_{\beta} u^{j} \geq \mu \sum_{\alpha, i}\left|\sum_{\beta, j} B_{\alpha \beta}^{i j}(u) \partial_{\beta} u^{j}\right|^{2} .
$$

We now prove the convergence:
Theorem 2.2. Let $\bar{u}$ be a Lipshitz solution of (2.2) defined on a maximal interval of existence $\mathbb{T}^{d} \times\left[0, T^{*}\right)$ and let $u^{\varepsilon}$ be smooth solutions of (2.1) defined on $\mathbb{T}^{d} \times[0, T], T<T^{*}$, and emanating from smooth data $\bar{u}_{0}, u_{0}^{\varepsilon}$, respectively. Assume the hypotheses $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ and $\left(\mathrm{H}_{5}\right)$ hold true and that the solution $\bar{u}$ takes values in a ball $B_{M} \subset \mathbb{R}^{n}$ of radius $M>0$. Then there exists $a$ constant $C=C(T, M, \sup |\nabla \bar{u}|, \mu)$ independent of $\varepsilon>0$ such that

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} \eta\left(u^{\varepsilon} \mid \bar{u}\right) d x \leq C\left(\int_{\mathbb{T}^{d}} \eta\left(u_{0}^{\varepsilon} \mid \bar{u}_{0}\right) d x+\varepsilon \int_{0}^{T} \int_{\mathbb{T}^{d}}|\nabla \bar{u}|^{2} d x d s\right) . \tag{2.57}
\end{equation*}
$$

In particular, if $\int_{\mathbb{T}^{d}} \eta\left(u_{0}^{\varepsilon} \mid \bar{u}_{0}\right) d x \rightarrow 0$ and the solution $\bar{u}$ satisfies the integrability $\nabla \bar{u} \in L^{2}\left([0, T] \times \mathbb{T}^{d}\right)$ then

$$
\begin{equation*}
\sup _{t \in(0, T)} \int_{\mathbb{T}^{d}} \eta\left(u^{\varepsilon}(t) \mid \bar{u}(t)\right) d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{2.58}
\end{equation*}
$$

Proof. We define $\varphi^{\varepsilon}(t)$ as before to be

$$
\varphi^{\varepsilon}(t) \doteq \int_{\mathbb{T}^{d}} \eta\left(u^{\varepsilon}(x, t) \mid \bar{u}(x, t)\right) d x \quad t \in[0, T]
$$

and by integrating the relative entropy identity (2.56), we arrive at

$$
\begin{align*}
\frac{d \varphi^{\varepsilon}}{d t} & +\varepsilon \int_{\mathbb{T}^{d}}\left(\nabla G\left(u^{\varepsilon}\right)^{T} B_{\alpha \beta}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon}\right) \cdot \partial_{\alpha} u^{\varepsilon} d x \\
& \leq C \int_{\mathbb{T}^{d}}\left|F_{\alpha}\left(u^{\varepsilon} \mid \bar{u}\right)\right| d x+\varepsilon \int_{\mathbb{T}^{d}}\left|\partial_{\alpha} G(\bar{u}) \cdot\left(B_{\alpha \beta}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon}\right)\right| d x \tag{2.59}
\end{align*}
$$

since $\bar{u}$ takes values in $B_{M}$. Throughout this proof, $C=C(T, M,|\nabla \bar{u}|)$ stands for a generic constant depending on $|\nabla \bar{u}|$ but independent of $\varepsilon$. Now under Hypothesis $\left(\mathrm{H}_{5}\right)$, we estimate

$$
\begin{align*}
\varepsilon \int_{\mathbb{T}^{d}} \mid \partial_{\alpha} G(\bar{u}) & \cdot B_{\alpha \beta}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon}\left|d x=\varepsilon \int_{\mathbb{T}^{d}}\right| \sum_{i, j} \sum_{\alpha, \beta} \partial_{\alpha} G^{i}(\bar{u}) B_{\alpha \beta}^{i j}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon, j} \mid d x \\
& \leq \varepsilon \int_{\mathbb{T}^{d}}\left(\sum_{i, \alpha}\left|\partial_{\alpha} G^{i}(\bar{u})\right|^{2}\right)^{1 / 2}\left(\sum_{i, \alpha}\left|\sum_{j, \beta} B_{\alpha, \beta}^{i j}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon, j}\right|^{2}\right)^{1 / 2} d x  \tag{2.60}\\
& \leq \frac{\varepsilon}{2 \mu} \int_{\mathbb{T}^{d}} \sum_{i, \alpha}\left|\partial_{\alpha} G^{i}(\bar{u})\right|^{2} d x+\varepsilon \frac{\mu}{2} \int_{\mathbb{T}^{d}} \sum_{i, \alpha}\left|\sum_{j, \beta} B_{\alpha, \beta}^{i j}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon, j}\right|^{2} d x \\
& \leq \frac{C \varepsilon}{2 \mu} \int_{\mathbb{T}^{d}}|\nabla \bar{u}|^{2} d x+\frac{\varepsilon}{2} \int_{\mathbb{T}^{d}} \sum_{i, j} \sum_{\alpha, \beta} \partial_{\alpha} G^{i}\left(u^{\varepsilon}\right) B_{\alpha \beta}^{i j}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon, j} d x
\end{align*}
$$

and hence the last term of (2.59) is controlled by dissipation. By bound (A.3) in Lemma A. 1 on $F_{\alpha}\left(u^{\varepsilon} \mid \bar{u}\right)$ and (2.60), we deduce the estimation

$$
\begin{aligned}
\frac{d \varphi^{\varepsilon}}{d t}+\frac{\varepsilon}{2} \int_{\mathbb{T}^{d}}\left(\nabla G\left(u^{\varepsilon}\right)^{T} B_{\alpha \beta}\left(u^{\varepsilon}\right) \partial_{\beta} u^{\varepsilon}\right) \cdot \partial_{\alpha} u^{\varepsilon} d x & \leq C \int_{\mathbb{T}^{d}}\left|F_{\alpha}\left(u^{\varepsilon} \mid \bar{u}\right)\right| d x+\frac{\varepsilon}{2 \mu} C \int_{\mathbb{T}^{d}}|\nabla \bar{u}|^{2} d x \\
& \leq C \int_{\mathbb{T}^{d}} \eta\left(u^{\varepsilon} \mid \bar{u}\right) d x+\frac{\varepsilon}{2 \mu} C \int_{\mathbb{T}^{d}}|\nabla \bar{u}|^{2} d x .
\end{aligned}
$$

We now obtain the differential inequality

$$
\begin{equation*}
\frac{d \varphi^{\varepsilon}}{d t} \leq C \varphi^{\varepsilon}(t)+\frac{C \varepsilon}{2 \mu} \int_{\mathbb{T}^{d}}|\nabla \bar{u}|^{2} d x \tag{2.61}
\end{equation*}
$$

and then Gronwall's inequality gives (2.57) and the proof is complete. Note that $C$ in (2.57) depends also on the positive constant $\mu$ that is present in hypothesis $\left(\mathrm{H}_{5}\right)$.

Remark 2.3. The relative entropy can be interpreted as a "metric" that measures the distance between $u^{\varepsilon}$ ad $\bar{u}$ as a combination of $L^{2}$ and $L^{p}$ norms following the analysis in Appendix A. Hence, note that (2.57) even provides an $O(\varepsilon)$ rate of convergence when the limit $\bar{u}$ is a smooth solution. There are alternative well developed techniques for obtaining convergence results for the zero-viscosity limit to smooth solutions and in stronger norms - see for instance [21, Ch V] - but the above proof is striking in its simplicity and generality.

## 3 Weak-strong uniqueness in the class of dissipative measurevalued solutions

In the sequel, we consider measure valued solutions first to the system of conservation laws (2.2) in the presence of $L^{p}$ bounds for $1<p<\infty$ and then in the presence of source terms. The goal is to prove uniqueness of smooth solutions with the class of dissipative measure-valued solutions. For this purpose, we impose a set of growth restrictions on the constitutive functions of the problem: It is assumed that the entropy $\eta(u)$ has the growth behavior

$$
\begin{equation*}
\beta_{1}\left(|u|^{p}+1\right)-B \leq \eta(u) \leq \beta_{2}\left(|u|^{p}+1\right) \quad \text { for } u \in \mathbb{R}^{n} \tag{1}
\end{equation*}
$$

for some positive constants $\beta_{1}, \beta_{2}, B$ and for some $p \in(1, \infty)$. Moreover, that the functions $F_{\alpha}$ and $A$ in (2.2) satisfy the growth restrictions

$$
\begin{gather*}
\frac{\left|F_{\alpha}(u)\right|}{\eta(u)}=o(1) \quad \text { as }|u| \rightarrow \infty, \quad \alpha=1, \ldots, d,  \tag{2}\\
\frac{|A(u)|}{\eta(u)}=o(1) \quad \text { as }|u| \rightarrow \infty \tag{3}
\end{gather*}
$$

In the appendix, we adapt an idea from [11] which leads to useful bounds for the relative entropy and the relative stress when $\bar{u}$ is restricted to take values in $B_{M}$. These bounds are used to establish the weak-strong uniqueness theorems in the following two subsections, for systems of conservation laws and balance laws respectively.

To avoid technicalities, we work for the spatially periodic case with domain $\mathbb{T}^{d}=(\mathbb{R} / 2 \pi \mathbb{Z})^{d}$. Set $Q_{T}=\mathbb{T}^{d} \times[0, T)$ for $T \in(0, \infty)$ and $\overline{Q_{T}}=\mathbb{T}^{d} \times[0, T]$.

### 3.1 Systems of hyperbolic conservation laws

To arrive to a definition of dissipative measure-valued solutions, we explore how they emerge, in symmetrizable hyperbolic systems (2.2), from a sequence of approximate solutions $u^{\varepsilon}$,

$$
\begin{equation*}
\partial_{t} A\left(u^{\varepsilon}\right)+\partial_{\alpha} F_{\alpha}\left(u^{\varepsilon}\right)=\mathcal{P}_{\varepsilon}, \tag{3.1}
\end{equation*}
$$

with $\mathcal{P}_{\varepsilon} \rightarrow 0$ in distributions as $\varepsilon \rightarrow 0+$ and satisfying an entropy inequality

$$
\begin{equation*}
\partial_{t} \eta\left(u^{\varepsilon}\right)+\partial_{\alpha} q_{\alpha}\left(u^{\varepsilon}\right) \leq \mathcal{Q}_{\varepsilon} \tag{3.2}
\end{equation*}
$$

again with $\mathcal{Q}_{\varepsilon} \rightarrow 0$ in distributions. A typical example of approximation is provided by the hyperbolic-parabolic system (2.1) studied in section 2.3 ; there the entropy inequality (3.2) results from the identity (2.8) via hypothesis $\left(\mathrm{H}_{4}\right)$. It yields uniform bounds for approximate solutions of the form

$$
\begin{equation*}
\sup _{t \in[0, T]} \int \eta\left(u^{\varepsilon}\right) d x \leq M+\int \eta\left(u_{0}^{\varepsilon}\right) d x \tag{3.3}
\end{equation*}
$$

for some $M$ depending possibly on $T$ but independent of $\varepsilon$.
We work under a framework of growth hypotheses $\left(\mathrm{A}_{1}\right),\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{3}\right)$, and then (3.3) implies a framework of uniform $L^{p}$ bounds. Recall that $\eta(u)=H(A(u))$. We assume that $H(v)$ is convex and positive. We also postulate the growth hypothesis

$$
\begin{equation*}
\frac{1}{C}\left(|A(u)|^{q}+1\right)-B \leq H(A(u)) \leq C\left(|A(u)|^{q}+1\right), \quad q>1 \tag{4}
\end{equation*}
$$

for some uniform constant $C>0$ and $B>0$, which amounts to control on the growth of $v=A(u)$.
Consider the sequence of approximate solutions $\left\{u^{\varepsilon}\right\}$ and $\left\{v^{\varepsilon}\right\}$, where $v^{\varepsilon}=A\left(u^{\varepsilon}\right)$, and introduce the associated Young measures $\boldsymbol{\nu}_{(x, t)}$ and $\boldsymbol{N}_{(x, t)}$, respectively. More precisely, $\left\{u^{\varepsilon}\right\}$ is assumed to be a sequence of Lebesgue measurable functions with a convergent subsequence (again called $u^{\varepsilon}$ ) associated Young measure $\boldsymbol{\nu}_{(x, t)}$, which is a weak* measurable family of Radon probability measures. At the same time, consider the sequence $\left\{v^{\varepsilon}\right\}, v^{\varepsilon}=A\left(u^{\varepsilon}\right)$, with the associated Young measure denoted by $\boldsymbol{N}_{(x, t)}$. We next quote from [11, Appendix A] what is needed to know about the Young measure description of oscillations and concentrations in weakly convergent sequences of functions $v^{\varepsilon}$ defined on $\overline{Q_{T}}$ in the $L^{q}$ framework, $1<q<\infty$ in which the development of concentrations in $H\left(v^{\varepsilon}\right)$ is permitted. Using the Young measure $\boldsymbol{N}=\left(\boldsymbol{N}_{(x, t)}\right)_{(x, t) \in \overline{Q_{T}}}$ associated to the family $\left\{v^{\varepsilon}\right\}$ we have

$$
\begin{equation*}
g\left(v^{\varepsilon}\right) \rightharpoonup\left\langle\boldsymbol{N}_{x, t}, g(\rho)\right\rangle \tag{3.4}
\end{equation*}
$$

for all continuous functions $g$ such that $\lim _{|\rho| \rightarrow \infty} \frac{g(\rho)}{1+|\rho|^{q}}=0$. Similarly,

$$
\begin{equation*}
f\left(u^{\varepsilon}\right) \rightharpoonup\left\langle\boldsymbol{\nu}_{x, t}, f(\lambda)\right\rangle \tag{3.5}
\end{equation*}
$$

for all continuous functions $f$ such that $\lim _{|\lambda| \rightarrow \infty} \frac{f(\lambda)}{1+|\lambda|^{p}}=0$. Since $v^{\varepsilon}=A\left(u^{\varepsilon}\right)$, the two measures are connected via

$$
\begin{equation*}
\left\langle\boldsymbol{\nu}_{x, t}, g(A(\lambda))\right\rangle=\left\langle\boldsymbol{\nu}_{x, t}, f(\lambda)\right\rangle=\left\langle\boldsymbol{N}_{x, t}, g(\rho)\right\rangle \tag{3.6}
\end{equation*}
$$

when $f=g \circ A$. In other words, $N$ is the image measure of $\nu$ under the mapping $A: \Omega \rightarrow \Omega^{\prime}$ and satisfies $N(E)=\nu\left(A^{-1}(E)\right)$ for $E$ measurable in $\Omega^{\prime}$.

Next, we employ the analysis in [11, Appendix A], which indicates that, if the function $H(v)$ is convex and positive, the oscillations and concentrations can be represented via

$$
\begin{equation*}
H\left(v^{\varepsilon}\right) d x d t \rightharpoonup\left\langle\boldsymbol{N}_{x, t}, H\right\rangle d x d t+\gamma(d x d t) \tag{3.7}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$. It is worth recalling that $\left\langle\boldsymbol{N}_{x, t}, H\right\rangle$, which cannot be defined via the Young measure theorem due to its growth, is instead defined via the limiting process

$$
\begin{equation*}
\left\langle\boldsymbol{N}_{x, t}, H(\rho)\right\rangle \doteq \lim _{R \rightarrow \infty}\left\langle\boldsymbol{N}_{x, t}, H(\rho) \cdot 1_{H(\rho)<R}+R \cdot 1_{H(\rho) \geq R}\right\rangle \tag{3.8}
\end{equation*}
$$

and the monotone convergence theorem, and that $\gamma$ is the concentration measure, a non-negative Radon measure defined by

$$
\begin{equation*}
\boldsymbol{\gamma} \doteq \mathrm{wk}^{*}-\lim _{\varepsilon \rightarrow 0+}\left(H\left(v^{\varepsilon}\right)-\left\langle\boldsymbol{N}_{x, t}, H\right\rangle\right) \in \mathcal{M}^{+}\left(\overline{Q_{T}}\right) . \tag{3.9}
\end{equation*}
$$

In addition, for the initial data $\left\{v_{0}^{\varepsilon}\right\}$ of the approximating problem, we assume weak convergence in $L^{q}$ with associated Young measure $\boldsymbol{N}_{0}$ and again possible development of concentrations described by the concentration measure $\gamma_{0}(d x) \geq 0$, i.e.

$$
\begin{equation*}
g\left(v_{0}^{\varepsilon}\right) \rightharpoonup\left\langle\boldsymbol{N}_{0 x}, g(\rho)\right\rangle \quad \forall g \text { continuous s.t. } \quad \lim _{|\rho| \rightarrow \infty} \frac{g(\rho)}{H(\rho)}=0 \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
H\left(v_{0}^{\varepsilon}\right) d x \rightharpoonup\left\langle\boldsymbol{N}_{0 x}, H\right\rangle d x+\gamma_{0}(d x) \tag{3.11}
\end{equation*}
$$

From Section 2.1.3, we recall that the convexity assumption $\left(\mathrm{h}_{3}\right)$ for $H(v)$ translates to Hypothesis $\left(\mathrm{H}_{3}\right)$ for $\eta(u)$ via the relation $\eta=H \circ A$. Hence, by (3.6)-(3.9), we have

$$
\begin{equation*}
\eta\left(u^{\varepsilon}\right) d x d t \rightharpoonup\left\langle\boldsymbol{\nu}_{x, t}, \eta\right\rangle d x d t+\gamma(d x d t) \tag{3.12}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$, and

$$
\begin{equation*}
\left\langle\boldsymbol{\nu}_{x, t}, \eta(\lambda)\right\rangle \doteq \lim _{R \rightarrow \infty}\left\langle\boldsymbol{N}_{x, t}, H(A(\lambda)) \cdot 1_{H(A(\lambda))<R}+R \cdot 1_{H(A(\lambda)) \geq R}\right\rangle \tag{3.13}
\end{equation*}
$$

where $\gamma$ is the same concentration measure given in (3.9) that can also be expressed as

$$
\begin{equation*}
\boldsymbol{\gamma}=\mathrm{wk}^{*}-\lim _{\varepsilon \rightarrow 0+}\left(\eta\left(u^{\varepsilon}\right)-\left\langle\boldsymbol{\nu}_{x, t}, \eta\right\rangle\right) \in \mathcal{M}^{+}\left(\overline{Q_{T}}\right) . \tag{3.14}
\end{equation*}
$$

Now we state the definition of dissipative measure-valued solutions, which form a sub-class of the measure valued solutions and satisfy an averaged and integrated form of the entropy inequality that allows for concentration effects in the $L^{p}$ framework $p<\infty$.

Definition 3.1. A dissipative measure valued solution ( $u, \boldsymbol{\nu}, \gamma)$ with concentration to (2.2) consists of $u \in L^{\infty}\left(L^{p}\right)$, a Young measure $\boldsymbol{\nu}=\left(\boldsymbol{\nu}_{x, t}\right)_{\left\{(x, t) \in \bar{Q}_{T}\right\}}$ and a non-negative Radon measure $\boldsymbol{\gamma} \in$ $\mathcal{M}^{+}\left(Q_{T}\right)$ such that $u(x, t)=\left\langle\boldsymbol{\nu}_{(x, t)}, \lambda\right\rangle$ and

$$
\begin{equation*}
\iint\left\langle\boldsymbol{\nu}_{x, t}, A_{i}(\lambda)\right\rangle \partial_{t} \varphi_{i} d x d t+\iint\left\langle\boldsymbol{\nu}_{x, t}, F_{i, \alpha}(\lambda)\right\rangle \partial_{\alpha} \varphi_{i} d x d t+\int\left\langle\boldsymbol{\nu}_{0}, A_{i}\right\rangle \varphi_{i}(x, 0) d x=0 \quad i=1, \ldots, n, \tag{3.15}
\end{equation*}
$$

for any $\varphi \in C_{c}^{1}(Q \times[0, T))$ and

$$
\begin{equation*}
\iint \frac{d \xi}{d t}\left[\left\langle\boldsymbol{\nu}_{x, t}, \eta(\lambda)\right\rangle d x d t+\gamma(d x d t)\right]+\int \xi(0)\left[\left\langle\boldsymbol{\nu}_{0 x}, \eta\right\rangle d x+\gamma_{0}(d x)\right] \geq 0 \tag{3.16}
\end{equation*}
$$

for all $\xi=\xi(t) \in C_{c}^{1}([0, T))$ with $\xi \geq 0$.
The following theorem establishes the recovery of classical solutions from dissipative measurevalued solutions; it states a weak versus strong uniqueness theorem in a framework of measurevalued solutions in a $L^{p}$ setting, $1<p<\infty$. It extends previous results for systems of conservation laws (2.2) with $A(u)=u$, see [3, 17] for the $L^{\infty}$ setting and [11] for the $L^{p}$ setting. The main new ingredient is the form of the relative entropy function. We note the interesting connection between the 2-Wasserstein distance and the variance of the Young measures, pointed out in [17], and connections to the behavior of numerical schemes $[17,16]$.

Theorem 3.2. Suppose that $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ hold, the growth properties $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$ are satisfied, and the entropy $\eta(u) \geq 0$. Assume that $(u, \boldsymbol{\nu}, \gamma)$ is a dissipative measure-valued solution, $u=\left\langle\boldsymbol{\nu}_{x, t}, \lambda\right\rangle$, and $\bar{u} \in W^{1, \infty}\left(\overline{Q_{T}}\right)$ is a strong solution to (2.2). Then, if the initial data satisfy $\gamma_{0}=0$ and $\boldsymbol{\nu}_{0 x}=\delta_{\bar{u}_{0}}(x)$, it holds $\boldsymbol{\nu}=\delta_{\bar{u}}$ and $u=\bar{u}$ almost everywhere on $Q_{T}$.

Proof. Let $K \subset \mathbb{R}^{n}$ be a compact set containing the values of the strong solution $\bar{u}(x, t)$ for $(x, t) \in Q_{T}$. First we define the averaged quantities

$$
\begin{gather*}
\mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) \doteq\langle\boldsymbol{\nu}, \eta\rangle-\eta(\bar{u})-G(\bar{u}) \cdot(\langle\boldsymbol{\nu}, A\rangle-A(\bar{u}))  \tag{3.17}\\
Z_{\alpha}(\boldsymbol{\nu}, u, \bar{u}) \doteq\left\langle\boldsymbol{\nu}, F_{\alpha}\right\rangle-F_{\alpha}(\bar{u})-\nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(\langle\boldsymbol{\nu}, A\rangle-A(\bar{u})) . \tag{3.18}
\end{gather*}
$$

It is easy to check that

$$
\begin{equation*}
\mathcal{H}(\boldsymbol{\nu}, u, \bar{u})=\int \eta(\lambda \mid \bar{u}) d \boldsymbol{\nu}(\lambda) \tag{3.19}
\end{equation*}
$$

using (2.7). As in (2.18)

$$
\begin{equation*}
\partial_{t}(G(\bar{u})) \cdot(\langle\boldsymbol{\nu}, A\rangle-A(\bar{u}))+\partial_{\alpha}(G(\bar{u})) \cdot\left(\left\langle\boldsymbol{\nu}, F_{\alpha}\right\rangle-F_{\alpha}(\bar{u})\right)=\nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot Z_{\alpha}(\boldsymbol{\nu}, u, \bar{u}) \tag{3.20}
\end{equation*}
$$

for $\alpha=1, \ldots, d$. Since $\bar{u} \in W^{1, \infty}\left(\overline{Q_{T}}\right)$ is a strong solution of (2.2) then it verifies the strong versions of (3.15)-(3.16), i.e.

$$
\begin{equation*}
\iint A_{i}(\bar{u}) \varphi_{i, t}+F_{i, \alpha}(\bar{u}) \varphi_{i, \alpha} d x d t+\int A_{i}\left(\bar{u}_{0}(x)\right) \varphi_{i}(x, 0) d x=0 \quad i=1, \ldots, n \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint \frac{d \xi}{d t} \eta(\bar{u}) d x d t+\int \xi(0) \eta\left(\bar{u}_{0}(x)\right) d x=0 \tag{3.22}
\end{equation*}
$$

for all test functions $\varphi \in C_{c}^{1}(Q \times[0, T)), \xi \in C_{c}^{1}([0, T))$ with $\xi \geq 0$.
Now choosing $\varphi(x, \tau) \doteq \xi(\tau) G(\bar{u}(x, \tau))$ in (3.15) and (3.21), subtracting (3.21) from (3.15) and combining with (3.20) we arrive at

$$
\begin{align*}
\iint \frac{d \xi}{d \tau} G(\bar{u}) \cdot(\langle\boldsymbol{\nu}, A\rangle- & A(\bar{u}))+\xi(\tau) \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot Z_{\alpha}(\boldsymbol{\nu}, u, \bar{u}) d x d \tau  \tag{3.23}\\
& +\int \xi(0) G\left(\bar{u}_{0}\right)\left(\left\langle\boldsymbol{\nu}_{0}, A\right\rangle-A\left(\bar{u}_{0}\right)\right) d x=0 .
\end{align*}
$$

Subtracting equations (3.23) and (3.22) from (3.16) and using (3.17), we get

$$
\begin{align*}
\iint \frac{d \xi}{d \tau} & \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x d \tau+\iint \frac{d \xi}{d \tau} \gamma(d x d \tau) \\
& \geq \iint \xi(\tau) \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} Z_{\alpha} d x d \tau  \tag{3.24}\\
& -\int \xi(0)\left[\left(\left\langle\boldsymbol{\nu}_{0}, \eta\right\rangle-\eta\left(\bar{u}_{0}\right)-G\left(\bar{u}_{0}\right) \cdot\left(\left\langle\boldsymbol{\nu}_{0}, A\right\rangle-A\left(\bar{u}_{0}\right)\right)\right) d x+\gamma_{0}(d x)\right]
\end{align*}
$$

for any $\xi \in C_{c}^{1}([0, T))$ with $\xi \geq 0$. We apply (3.24) to a sequence of smooth, monotone nonincreasing functions $\xi_{n} \geq 0$ that approximate the Lipschitz function

$$
\xi(\tau) \doteq\left\{\begin{array}{ll}
1 & \text { if } \quad 0 \leq \tau<t  \tag{3.25}\\
\frac{t-\tau}{\varepsilon}+1 & \text { if } \quad t \leq \tau<t+\varepsilon . \\
0 & \text { if } \quad \tau \geq t+\varepsilon
\end{array} .\right.
$$

Passing to the limit $n \rightarrow \infty$ and using that $\gamma \geq 0$, this leads to

$$
\begin{align*}
-\frac{1}{\varepsilon} \int_{t}^{t+\varepsilon} \int \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x d \tau & \geq \int_{0}^{t+\varepsilon} \int \xi(\tau) \nabla G(\bar{u}) \bar{u}_{x_{\alpha}} \cdot Z_{\alpha} d x d \tau  \tag{3.26}\\
& -\int\left[\eta\left(u_{0}\right)-\eta\left(\bar{u}_{0}\right)-G\left(\bar{u}_{0}\right) \cdot\left(\left\langle\boldsymbol{\nu}_{0}, A\right\rangle-A\left(\bar{u}_{0}\right)\right)\right] d x+\gamma_{0}(d x) .
\end{align*}
$$

Taking the limit as $\varepsilon \rightarrow 0+$, we arrive at

$$
\begin{align*}
\int \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x \leq & C \int_{0}^{t} \int \max _{\alpha}\left|Z_{\alpha}\right| d x d \tau  \tag{3.27}\\
& +\int\left[\left\langle\boldsymbol{\nu}_{0}, \eta\right\rangle-\eta\left(\bar{u}_{0}\right)-G\left(\bar{u}_{0}\right) \cdot\left(\left\langle\boldsymbol{\nu}_{0}, A\right\rangle-A\left(\bar{u}_{0}\right)\right)\right] d x+\gamma_{0}(d x)
\end{align*}
$$

for $t \in(0, T)$. Note that $C=C(K,|\nabla \bar{u}|)$.
The rest of the proof is based on the estimate of Lemma A.1. Suppose that $K$ is contained in the ball $B_{M}$ centered at the origin and of radius $M$. The properties $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{3}\right)$ allow to employ
bound (A.3) and to estimate (3.18) in terms of (3.17) as follows:

$$
\begin{align*}
Z_{\alpha}(\boldsymbol{\nu}, u, \bar{u}) & =\left\langle\boldsymbol{\nu}, F_{\alpha}\right\rangle-F_{\alpha}(\bar{u})-\nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(\langle\boldsymbol{\nu}, A\rangle-A(\bar{u})) \\
& =\left\langle\boldsymbol{\nu}, F_{\alpha}(\lambda \mid \bar{u})\right\rangle  \tag{3.28}\\
& \leq C_{1}\langle\boldsymbol{\nu}, \eta(\lambda \mid \bar{u})\rangle \\
& =C_{1} \mathcal{H}(\boldsymbol{\nu}, u, \bar{u})
\end{align*}
$$

Then (3.27) takes the form

$$
\begin{equation*}
\int \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x \leq C_{1}^{\prime} \int_{0}^{t} \int \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x d \tau+\iint \eta\left(\lambda \mid \bar{u}_{0}\right) d \boldsymbol{\nu}_{0}(\lambda) d x+\boldsymbol{\gamma}_{0}(d x) \tag{3.29}
\end{equation*}
$$

For the initial data it is assumed that there are no concentrations, that is $\gamma_{0}=0$. Applying Gronwall's inequality, we conclude that

$$
\begin{equation*}
\int \mathcal{H}(\boldsymbol{\nu}, u, \bar{u}) d x \leq C_{1}^{\prime \prime} \iint \eta\left(\lambda \mid \bar{u}_{0}\right) d \boldsymbol{\nu}_{0}(\lambda) d x e^{C_{1}^{\prime} t} \tag{3.30}
\end{equation*}
$$

for some positive constants $C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$. The proof of the theorem follows.
It immediately follows:
Corollary 3.3. Under the hypotheses of Theorem 3.2, let $u \in C\left([0, T] ; L^{p}\left(\mathbb{T}^{d}\right)\right)$, $p>1$, be an entropy weak solution of (2.2) satisfying (2.16) and let $\bar{u} \in W^{1, \infty}\left(\overline{Q_{T}}\right)$ be a strong solution to (2.2). Then, if the initial data $u_{0}=\bar{u}_{0}$ almost everywhere on $\mathbb{T}^{d}$, then $u=\bar{u}$ almost everywhere on $Q_{T}$.

A uniqueness theorem for strong solutions in the class of dissipative measure-valued solutions can also easily be established in a framework of $L^{\infty}$ uniform bounds. In such a setting, no concentration effects are present, hence $\gamma=0$ and $\gamma_{0}=0$ in Definition 3.1. We state such a result for the sake of completeness but omit the proof. We refer the reader to [11, Theorem 2.2] and [3] for details in the case $A(u)=u$.

Theorem 3.4. Let $\bar{u} \in W^{1, \infty}\left(Q_{T}\right)$ be a strong solution and let ( $u, \boldsymbol{\nu}$ ) be a dissipative measure valued solution to (2.2) respectively. Assume that there exists a compact set $K \subset \mathbb{R}^{n}$ such that $\bar{u}, u \in K$ for $(x, t) \in Q_{T}$ and that $\nu$ is also supported in $K$. Then there exist constants $c_{1}>0$ and $c_{2}>0$ such that

$$
\begin{equation*}
\iint|\lambda-\bar{u}(t)|^{2} d \boldsymbol{\nu}(\lambda) d x \leq c_{1}\left(\int\left|u_{0}-\bar{u}_{0}\right|^{2} d x\right) e^{c_{2} t} \tag{3.31}
\end{equation*}
$$

Moreover, if the initial data agree $u_{0}=\bar{u}_{0}$, then $\boldsymbol{\nu}=\delta_{\bar{u}}$ and the dissipative measure valued solution is a strong solution, i.e. $u=\bar{u}$ almost everywhere.

### 3.2 Systems of hyperbolic balance laws

Consider next the system of balance laws:

$$
\begin{equation*}
\partial_{t} A(u)+\partial_{\alpha} F_{\alpha}(u)=P(u), \tag{3.32}
\end{equation*}
$$

and the entropy condition

$$
\begin{equation*}
\partial_{t} \eta(u)+\partial_{\alpha} q_{\alpha}(u) \leq G(u) \cdot P(u), \tag{3.33}
\end{equation*}
$$

where $P: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a smooth function called production. Let $u$ be a weak solution of (3.32) that satisfies the weak form of the entropy inequality (3.33). Here, $\eta-q_{\alpha}$ are an entropy-entropy flux pair satisfying the hypotheses in Section 2.1.1 and $G(u)$ is the multiplier in $\left(\mathrm{H}_{2}\right)$. We wish to compare the entropy weak solution $u$ to a strong conservative solution $\bar{u}$ of

$$
\begin{align*}
\partial_{t} A(\bar{u})+\partial_{\alpha} F_{\alpha}(\bar{u}) & =P(\bar{u}) \\
\partial_{t} \eta(\bar{u})+\partial_{\alpha} q_{\alpha}(\bar{u}) & =G(\bar{u}) \cdot P(\bar{u}), \tag{3.34}
\end{align*}
$$

using again the relative entropy function (2.6) and a computation in the spirit of Section 2.2.
This is accomplished as follows. The formula for the entropy dissipation of the difference of the two solutions

$$
\partial_{t}(\eta(u)-\eta(\bar{u}))+\partial_{\alpha}\left(q_{\alpha}(u)-q_{\alpha}(\bar{u})\right) \leq G(u) \cdot P(u)-G(\bar{u}) \cdot P(\bar{u})
$$

is combined with the analog of (2.18), which in the present case takes the form

$$
\begin{aligned}
& \partial_{t}(G(\bar{u}) \cdot(A(u)-A(\bar{u})))+\partial_{\alpha}\left(G(\bar{u}) \cdot\left(F_{\alpha}(u)-F_{\alpha}(\bar{u})\right)\right) \\
& \quad=\nabla G(\bar{u}) \partial_{x_{\alpha}} \bar{u} \cdot F_{\alpha}(u \mid \bar{u})+P(\bar{u}) \cdot \nabla G(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))+G(\bar{u}) \cdot(P(u)-P(\bar{u}))
\end{aligned}
$$

Combining the two formulas leads to the relative entropy identity

$$
\begin{equation*}
\partial_{t} \eta(u \mid \bar{u})+\partial_{\alpha} q_{\alpha}(u \mid \bar{u}) \leq-\partial_{\alpha} G(\bar{u}) \cdot F_{\alpha}(u \mid \bar{u})+P(\bar{u}) \cdot G(u \mid \bar{u})+(G(u)-G(\bar{u})) \cdot(P(u)-P(\bar{u})), \tag{3.35}
\end{equation*}
$$

where $F_{\alpha}(u \mid \bar{u})$ is defined in (2.19) while $G(u \mid \bar{u})$ in (2.28).
The derivation of formula (3.35) as presented here is formal, but it may be made rigorous by standard arguments and even be performed between a dissipative measure-valued solution $u$ and a strong solution $\bar{u}$ using the process outlined in Theorem 3.2. One may easily extend Theorem 3.2 to hold for the case of dissipative measure-valued solutions of a balance law (3.32)-(3.33) if it is assumed that the vector field $P(u)$ is weakly dissipative, meaning that $P(u)$ satisfies the hypothesis

$$
\begin{equation*}
(G(u)-G(\bar{u})) \cdot(P(u)-P(\bar{u})) \leq 0 \quad \forall u, \bar{u} \in \mathbb{R}^{n} \tag{d}
\end{equation*}
$$

and a growth condition

$$
\begin{equation*}
\frac{|G(u)|}{\eta(u)}=o(1) \quad \text { as }|u| \rightarrow \infty \tag{G}
\end{equation*}
$$

Hypothesis $\left(\mathrm{H}_{d}\right)$ has been proposed in a context of relaxation balance laws in [26] and can be easily verified for the example of friction in gas dynamics studied in [24]. Hypothesis $\left(\mathrm{A}_{G}\right)$ will lead via an argument as in (A.3) to the bound $G(u \mid \bar{u}) \leq C \eta(u \mid \bar{u})$.

Hypothesis $\left(\mathrm{H}_{d}\right)$ of a weakly dissipative field is not critical for a weak-strong uniqueness theorem and might be replaced by hypotheses allowing moderate growth for $P(u)$. An inspection of the proof of Theorem 3.2 indicates that it suffices to require bounds guaranteeing that

$$
\begin{equation*}
|(G(u)-G(\bar{u})) \cdot(P(u)-P(\bar{u}))| \leq C \eta(u \mid \bar{u}) . \tag{3.36}
\end{equation*}
$$

Estimate (3.36) can be derived from $\left(\mathrm{A}_{G}\right)$ together with the additional growth conditions:

$$
\begin{equation*}
\frac{|G(u) \cdot P(u)|}{\eta(u)}=o(1) \quad \text { and } \quad \frac{|P(u)|}{\eta(u)}=o(1) \quad \text { as }|u| \rightarrow \infty \tag{P}
\end{equation*}
$$

following similar analysis as in the proof of (A.3) in Lemma A.1. In view of the above analysis, a proposition on uniqueness of dissipative measure-valued versus strong solutions to balance laws (3.32)-(3.33) as in Theorem 3.2 can be stated:

Theorem 3.5. Suppose that $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)$ hold, the growth properties $\left(\mathrm{A}_{1}\right)-\left(\mathrm{A}_{4}\right)$ are satisfied, and the entropy $\eta(u) \geq 0$. Moreover, assume that either (i) hypothesis $\left(\mathrm{H}_{d}\right)$ and $\left(\mathrm{A}_{G}\right)$ hold true or, alternatively, (ii) that both growth conditions $\left(\mathrm{A}_{G}\right)$ and $\left(\mathrm{A}_{P}\right)$ are satisfied. Let $(u, \boldsymbol{\nu}, \boldsymbol{\gamma})$ be a dissipative measure-valued solution, with $u=\left\langle\boldsymbol{\nu}_{x, t}, \lambda\right\rangle$, and let $\bar{u} \in W^{1, \infty}\left(\overline{Q_{T}}\right)$ be a strong solution to (3.32)-(3.33), respectively. Then, if the initial data satisfy $\gamma_{0}=0$ and $\boldsymbol{\nu}_{0 x}=\delta_{\bar{u}_{0}}(x)$, it holds $\boldsymbol{\nu}=\delta_{\bar{u}}$ and $u=\bar{u}$ almost everywhere on $Q_{T}$.

## 4 One-dimensional gas dynamics for viscous and heat-conducting gases

Systems from thermomechanics typically have degenerate viscosity matrices. It is however conceivable that the dissipation still dominates the errors. We next outline the relative entropy calculation for the system of thermoviscoelasticity. For pedagogical reasons, we develop in this section the calculation in one-space dimension. In the next section, we consider the three-dimensional case and focus on the treatment of the parabolic terms. Our objective is to depict how the general hypotheses of Section 2.2 specialize and get adapted to treat this paradigm.

We consider the one-dimensional hyperbolic-parabolic system

$$
\begin{align*}
u_{t}-v_{x} & =0 \\
v_{t}-\sigma(u, \theta)_{x} & =\left(\mu v_{x}\right)_{x}+f  \tag{4.1}\\
\left(\frac{1}{2} v^{2}+e(u, \theta)\right)_{t}-(\sigma(u, \theta) v)_{x} & =\left(\mu v v_{x}\right)_{x}+\left(\kappa \theta_{x}\right)_{x}+f v+r,
\end{align*}
$$

describing the equations of gas dynamics in Lagrangean coordinates for a viscous, heat-conducting gas. The gas obeys a Stokes constitutive law for the viscosity and a Fourier law for the heat conduction. In this model $u$ stands for the specific volume (the inverse of the density), $v$ for the longitudinal velocity, and $\theta$ for the temperature, while the internal energy $e$ and the stress $\sigma$ are determined via constitutive relations; in this interpretation $u>0$ and $\theta>0$. Another interpretation of (4.1) is as describing one dimensional shear motions of a thermoviscoelastic material; in this case $u$ is the shear strain, $v$ the velocity in the shear direction, $\theta>0$ the temperature and the rest of the variables similar to before. In this interpretation $u$ does not obey any positivity constraint.

We impose the usual relations on the constitutive theory of thermoviscoelasticity implied by the requirement of compatibility of the constitutive theory with the Clausius-Duhem inequality of thermodynamics, $[6,7]$. The constitutive theory is determined by a free energy function $\psi=\psi(u, \theta)$ via the formulas

$$
\begin{equation*}
\sigma=\frac{\partial \psi}{\partial u}, \quad \eta=-\frac{\partial \psi}{\partial \theta}, \quad e=\psi+\theta \eta \tag{4.2}
\end{equation*}
$$

and thus satisfies the Maxwell relations

$$
\begin{equation*}
\sigma_{\theta}=-\eta_{u}, \quad e_{\theta}=\theta \eta_{\theta}, \quad e_{u}=\sigma-\theta \sigma_{\theta} . \tag{4.3}
\end{equation*}
$$

We assume the viscous part of the stress is that of a Stokes fluid

$$
\tau_{v i s c o u s}=\mu(u, \theta) v_{x} \quad \text { with } \mu(u, \theta) \geq 0
$$

while heat conduction is given by a Fourier law

$$
Q=\kappa(u, \theta) \theta_{x} \quad \text { with } \kappa(u, \theta) \geq 0
$$

Under the above conditions the theory of one-dimensional viscoelasticity satisfies the entropy increase identity

$$
\begin{equation*}
\partial_{t} \eta(u, \theta)-\partial_{x} \frac{Q}{\theta}=\mu \frac{v_{x}^{2}}{\theta}+\kappa\left(\frac{\theta_{x}}{\theta}\right)^{2}+\frac{r}{\theta} \tag{4.4}
\end{equation*}
$$

which implies the local form of the Clausius-Duhem inequality

$$
\partial_{t} \eta-\partial_{x} \frac{Q}{\theta} \geq \frac{r}{\theta} .
$$

The latter expresses a (beyond equilibrium) version of the 2nd law of thermodynamics.

### 4.1 Properties of the relative entropy

Next, we develop a relative entropy calculation for the system (4.1), guided by the theory developed in Section 2 for hyperbolic-parabolic systems (2.21) in one-space dimension,

$$
\begin{equation*}
\partial_{t} A(U)+\partial_{x} F(U)=\varepsilon \partial_{x}\left(B(U) \partial_{x} U\right) . \tag{4.5}
\end{equation*}
$$

Recall that $A(U)$ is assumed to be globally invertible (see $\left(\mathrm{H}_{1}\right)$ ) and that (4.5) is equipped with an entropy - entropy flux pair $\hat{\eta}(U)-\hat{q}(U)$ generated by the multiplier $G(U)$ :

$$
\begin{equation*}
G(U) \cdot \nabla A(U)=\nabla \hat{\eta}(U), \quad G(U) \cdot \nabla F(U)=\nabla \hat{q}(U) \tag{4.6}
\end{equation*}
$$

The entropy is assumed to satisfy hypothesis $\left(\mathrm{H}_{3}\right)$, that

$$
\begin{equation*}
\nabla^{2} \hat{\eta}(U)-G(U) \cdot \nabla^{2} A(U):=\nabla^{2} \hat{\eta}(U)-\sum_{j=1}^{n} G^{j}(U) \nabla^{2} A^{j}(U)>0 \tag{4.7}
\end{equation*}
$$

is positive definite. For the viscosity matrix $B(U)$, hypothesis $\left(\mathrm{H}_{4}\right)$ becomes

$$
\begin{equation*}
\xi \cdot \nabla G(U)^{T} B(U) \xi \geq 0 \quad \forall \xi \in \mathbb{R}^{n} \tag{4.8}
\end{equation*}
$$

that is $\nabla G(U)^{T} B(U)$ is positive semidefinite. Then, system (4.5) is endowed with the dissipative structure

$$
\begin{equation*}
\partial_{t} \hat{\eta}(U)+\partial_{x} \hat{q}(U)=\varepsilon \partial_{x}\left(G(U) \cdot B(U) \partial_{x} U\right)-\varepsilon U_{x} \cdot \nabla G(U)^{T} B(U) U_{x} . \tag{4.9}
\end{equation*}
$$

We proceed to place the model (4.1) within the general theory for (4.5) described above. To this end, we set

$$
U=\left(\begin{array}{l}
u \\
v \\
\theta
\end{array}\right) \quad A(U)=\left(\begin{array}{c}
u \\
v \\
\frac{1}{2} v^{2}+e(u, \theta)
\end{array}\right) \quad F(U)=-\left(\begin{array}{c}
v \\
\sigma(u, \theta) \\
v \sigma(u, \theta)
\end{array}\right) \quad G(U)=\left(\begin{array}{c}
\frac{\sigma(u, \theta)}{\theta} \\
\frac{v}{\theta} \\
-\frac{1}{\theta}
\end{array}\right)
$$

and note that

$$
\nabla G(U)^{T} B(U)=\left(\begin{array}{ccc}
\frac{\sigma_{u}}{\theta} & 0 & 0 \\
0 & \frac{1}{\theta} & 0 \\
-\frac{\sigma}{\theta^{2}} & -\frac{v}{\theta^{2}} & \frac{1}{\theta^{2}}
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \mu & 0 \\
0 & \mu v & \kappa
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \frac{1}{\theta} \mu & 0 \\
0 & 0 & \frac{1}{\theta^{2}} \kappa
\end{array}\right) .
$$

The dissipativity hypothesis (4.8) translates to $\mu(u, \theta) \geq 0, \kappa(u, \theta) \geq 0$.
The global invertibility hypothesis $\left(\mathrm{H}_{1}\right)$ of $A(U)$ is secured by the assumption $e_{\theta}(u, \theta)>0$. With a slight abuse of notation, we set

$$
\hat{\eta}(U)=-\eta(u, \theta),
$$

where $\hat{\eta}(U)$ is the "mathematical" entropy and $\eta(u, \theta)$ the thermodynamic entropy in (4.2). Note that

$$
G(U) \cdot \nabla A(U)=\nabla_{U} \hat{\eta}(U)=-\nabla_{(u, v, \theta)} \eta(u, \theta), \quad G(U) \cdot \nabla F(U)=0
$$

which should be compared to $\left(\mathrm{H}_{2}\right)$ (or (4.6)). Solutions of (4.1) satisfy the entropy production identity (4.4) which stands for the specification of (4.9) in the setting of (4.1).

Apply now the formula (2.6) to the expression $\hat{\eta}(U)=-\eta(u, \theta)$ to obtain

$$
\begin{align*}
\hat{\eta}(U \mid \bar{U}) & =\hat{\eta}(U)-\hat{\eta}(\bar{U})-G(\bar{U}) \cdot(A(U)-A(\bar{U})) \\
& =-\eta(u, \theta)+\eta(\bar{u}, \bar{\theta})-\frac{1}{\bar{\theta}}(\bar{\sigma}, \bar{v},-1) \cdot\left(u-\bar{u}, v-\bar{v}, e(u, \theta)+\frac{1}{2} v^{2}-e(\bar{u}, \bar{\theta})-\frac{1}{2} \bar{v}^{2}\right)  \tag{4.10}\\
& \stackrel{(4.2)}{=} \frac{1}{\bar{\theta}}\left[\psi(u, \theta \mid \bar{u}, \bar{\theta})+\frac{1}{2}(v-\bar{v})^{2}+(\eta(u, \theta)-\eta(\bar{u}, \bar{\theta}))(\theta-\bar{\theta})\right] \tag{4.11}
\end{align*}
$$

where

$$
\begin{aligned}
\psi(u, \theta \mid \bar{u}, \bar{\theta}) & =\psi-\psi(\bar{u}, \bar{\theta})-\frac{\partial \psi}{\partial u}(\bar{u}, \bar{\theta})(u-\bar{u})-\frac{\partial \psi}{\partial \theta}(\bar{u}, \bar{\theta})(\theta-\bar{\theta}) \\
& =\psi-\bar{\psi}-\bar{\sigma}(u-\bar{u})+\bar{\eta}(\theta-\bar{\theta})
\end{aligned}
$$

with the notation $\bar{\psi}=\psi(\bar{u}, \bar{\theta}), \bar{\eta}=\eta(\bar{u}, \bar{\theta})$ and so on. Finally, note that

$$
\nabla^{2} \hat{\eta}(U)-G(U) \cdot \nabla^{2} A(U)=\left(\begin{array}{ccc}
\frac{1}{\theta} e_{u u}-\eta_{u u} & 0 & \frac{1}{\theta} e_{u \theta}-\eta_{u \theta} \\
0 & \frac{1}{\theta} & 0 \\
\frac{1}{\theta} e_{u \theta}-\eta_{u \theta} & 0 & \frac{1}{\theta} e_{\theta \theta}-\eta_{\theta \theta}
\end{array}\right) \stackrel{(4.3)}{=}\left(\begin{array}{ccc}
\frac{1}{\theta} \psi_{u u} & 0 & 0 \\
0 & \frac{1}{\theta} & 0 \\
0 & 0 & \frac{1}{\theta} \eta_{\theta}
\end{array}\right)
$$

Hence, the condition $\left(\mathrm{H}_{3}\right)$ of positive definiteness in (4.7) is equivalent to the usual Gibbs thermodynamic stability conditions $\psi_{u u}>0$ and $\eta_{\theta}>0$. (By (4.3) these assumptions are consistent with $e_{\theta}>0$.)

Remark 4.1. The notation (4.11) may be somewhat misleading as (4.7) does not amount to convexity of the functions appearing explicitly in (4.11). Instead, proceeding along the lines of Section 2.1.3, introduce the conserved variables $V=A(U)$, where $V=(u, v, E)$, and define the entropy $\hat{H}(V)$ via the relation

$$
\hat{\eta}(U)=\hat{H} \circ A(U)
$$

A tedious but straightforward adaptation of the computation in (2.13) and (2.14) indicates that

$$
\left(\hat{H}_{u}, \hat{H}_{v}, \hat{H}_{E}\right)(A(U))=\left(-\eta_{u}, 0, \eta_{\theta}\right) \cdot\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
e_{u} & v & e_{\theta}
\end{array}\right)^{-1}=G(U)
$$

and

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
e_{u} & v & e_{\theta}
\end{array}\right)^{T} \cdot \nabla_{V}^{2} \hat{H}(A(U))\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
e_{u} & v & e_{\theta}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{\theta} \psi_{u u} & 0 & 0 \\
0 & \frac{1}{\theta} & 0 \\
0 & 0 & \frac{1}{\theta} \eta_{\theta}
\end{array}\right)>0
$$

The conditions $\psi_{u u}>0, \eta_{\theta}>0$ are thus equivalent to the convexity of $\hat{H}(u, v, E)$ and to the symmetrizability of the equations of one-dimensional gas dynamics.

### 4.2 The relative entropy identity

We proceed to derive the relative entropy identity following the general procedure outlined in Section 2.3. Let $(u, v, \theta)$ and $(\bar{u}, \bar{v}, \bar{\theta})$ be two solutions of system (4.1), each satisfying the associated entropy production identity (4.4). Using (4.4) we obtain

$$
\left.\begin{array}{rl}
\partial_{t}[-\bar{\theta} \eta+\bar{\theta} \bar{\eta}]+ & \partial_{x}\left[\bar{\theta} \frac{\kappa \theta_{x}}{\theta}-\bar{\theta} \frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right]=-\bar{\theta}_{t}(\eta-\bar{\eta})+\bar{\theta}_{x}\left(\frac{\kappa \theta_{x}}{\theta}-\frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)  \tag{4.12}\\
& -\bar{\theta}\left(\mu \frac{v_{x}^{2}}{\theta}-\bar{\mu} \frac{\bar{v}_{x}^{2}}{\bar{\theta}}\right)-\bar{\theta}\left(\kappa \frac{\theta_{x}^{2}}{\theta^{2}}-\bar{\kappa} \bar{\theta}_{x}^{2}\right. \\
\bar{\theta}^{2}
\end{array}\right)-\bar{\theta}\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right) .
$$

Next, we subtract equations (4.1) for each of the two solutions $(u, v, \theta)$ and $(\bar{u}, \bar{v}, \bar{\theta})$ and multiply the result by $-G(\bar{U})=\left(-\frac{\bar{\sigma}}{\theta},-\frac{\bar{v}}{\theta}, 1\right)$ and obtain after rearrangement the following identity:

$$
\begin{align*}
& \partial_{t}\left(-\bar{\sigma}(u-\bar{u})-\bar{v}(v-\bar{v})+\left(e+\frac{1}{2} v^{2}-\bar{e}-\frac{1}{2} \bar{v}^{2}\right)\right)+\partial_{x}(\bar{\sigma}(v-\bar{v})+\bar{v}(\sigma-\bar{\sigma})-\sigma v+\bar{\sigma} \bar{v}) \\
& =-\bar{\sigma}_{t}(u-\bar{u})-\bar{v}_{t}(v-\bar{v})+\bar{\sigma}_{x}(v-\bar{v})+\bar{v}_{x}(\sigma-\bar{\sigma})+(-\bar{v})\left[\left(\mu v_{x}-\bar{\mu} \bar{v}_{x}\right)_{x}+(f-\bar{f})\right]  \tag{4.13}\\
& \quad+\left[\partial_{x}\left(\mu v v_{x}-\bar{\mu} \bar{v} \bar{v}_{x}\right)+\partial_{x}\left(\kappa \theta_{x}-\bar{\kappa} \bar{\theta}_{x}\right)+(r-\bar{r})+(f v-\bar{f} \bar{v})\right] .
\end{align*}
$$

Next, we add (4.12) with (4.13) and use (4.2) and (4.10) to obtain

$$
\begin{align*}
\partial_{t}\left(\psi(u, \theta \mid \bar{u}, \bar{\theta})+\frac{1}{2}(v-\bar{v})^{2}+(\eta-\bar{\eta})(\theta-\bar{\theta})\right) & -\partial_{x}((\sigma-\bar{\sigma})(v-\bar{v}))  \tag{4.14}\\
& =I_{1}+I_{2}+I_{3}+I_{4}+I_{5},
\end{align*}
$$

where

$$
\begin{align*}
I_{1} & =-\bar{\theta}_{t}(\eta-\bar{\eta})-\bar{\sigma}_{t}(u-\bar{u})-\bar{v}_{t}(v-\bar{v})+\bar{\sigma}_{x}(v-\bar{v})+\bar{v}_{x}(\sigma-\bar{\sigma}) \\
& =-\left(\bar{v}_{t}-\bar{\sigma}_{x}\right)(v-\bar{v})+\left[-\bar{\theta}_{t}(\eta-\bar{\eta})-\bar{\sigma}_{t}(u-\bar{u})+\bar{u}_{t}(\sigma-\bar{\sigma})\right]  \tag{4.15}\\
& =: A+B,
\end{align*}
$$

while

$$
\begin{align*}
& I_{2}=-\partial_{x}\left(\bar{\theta} \frac{\kappa \theta_{x}}{\theta}-\bar{\theta} \frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)+\partial_{x}\left(\kappa \theta_{x}-\bar{\kappa} \bar{\theta}_{x}\right)+\partial_{x}\left(-\bar{v}\left(\mu v_{x}-\bar{\mu} \bar{v}_{x}\right)+\mu v v_{x}-\bar{\mu} \bar{v} \bar{v}_{x}\right),  \tag{4.16}\\
& I_{3}=\bar{\theta}_{x}\left(\frac{\kappa \theta_{x}}{\theta}-\frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)-\bar{\theta}\left(\kappa \frac{\theta_{x}^{2}}{\theta^{2}}-\bar{\kappa} \bar{\theta}_{x}^{2} \bar{\theta}^{2}\right),  \tag{4.17}\\
& I_{4}=\bar{v}_{x}\left(\mu v_{x}-\bar{\mu} \bar{v}_{x}\right)-\bar{\theta}\left(\mu \frac{v_{x}^{2}}{\theta}-\bar{\mu} \frac{\bar{v}_{x}^{2}}{\bar{\theta}}\right),  \tag{4.18}\\
& I_{5}=(r-\bar{r})-\bar{\theta}\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right)+(f v-\bar{f} \bar{v})-\bar{v}(f-\bar{f}) . \tag{4.19}
\end{align*}
$$

The last step is to re-arrange the terms and collect them together in groups of likewise terms. In this direction, we first use (4.1) to obtain

$$
\begin{align*}
A & =-(v-\bar{v})\left[\left(\bar{\mu} \bar{v}_{x}\right)_{x}+\bar{f}\right] \\
& =-\partial_{x}\left((v-\bar{v}) \bar{\mu} \bar{v}_{x}\right)+\left(v_{x}-\bar{v}_{x}\right) \bar{\mu} \bar{v}_{x}-(v-\bar{v}) \bar{f}  \tag{4.20}\\
& =: i_{2}+i_{4}+i_{5} .
\end{align*}
$$

Again using (4.1), (4.2) and (4.3) we derive

$$
\begin{align*}
B= & -\bar{\theta}_{t}\left(\eta(u, \theta)-\eta(\bar{u}, \bar{\theta})+\sigma_{\theta}(\bar{u}, \bar{\theta})(u-\bar{u})-\eta_{\theta}(\bar{u}, \bar{\theta})(\theta-\bar{\theta})\right) \\
& +\bar{u}_{t}\left(\sigma(u, \theta)-\sigma(\bar{u}, \bar{\theta})-\sigma_{u}(\bar{u}, \bar{\theta})(u-\bar{u})+\eta_{u}(\bar{u}, \bar{\theta})(\theta-\bar{\theta})\right) \\
& -\bar{\theta}_{t} \eta_{\theta}(\bar{u}, \bar{\theta})(\theta-\bar{\theta})-\bar{u}_{t} \eta_{u}(\bar{u}, \bar{\theta})(\theta-\bar{\theta}) \\
= & -\bar{\theta}_{t} \eta(u, \theta \mid \bar{u}, \bar{\theta})+\bar{u}_{t} \sigma(u, \theta \mid \bar{u}, \bar{\theta})-\bar{\eta}_{t}(\theta-\bar{\theta}) \\
\stackrel{(4.4)}{=} & -\bar{\theta}_{t} \eta(u, \theta \mid \bar{u}, \bar{\theta})+\bar{u}_{t} \sigma(u, \theta \mid \bar{u}, \bar{\theta})-(\theta-\bar{\theta})\left[\left(\frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)_{x}+\bar{\mu} \frac{\bar{v}_{x}^{2}}{\bar{\theta}}+\frac{\bar{\kappa}^{\prime} \bar{\theta}_{x}^{2}}{\bar{\theta}^{2}}+\frac{\bar{r}}{\bar{\theta}}\right] \\
= & \left(-\bar{\theta}_{t} \eta(u, \theta \mid \bar{u}, \bar{\theta})+\bar{u}_{t} \sigma(u, \theta \mid \bar{u}, \bar{\theta})\right)+\partial_{x}\left(-(\theta-\bar{\theta}) \frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)+\left(\left(\theta_{x}-\bar{\theta}_{x}\right) \frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}+\frac{\bar{\kappa}^{\prime} \bar{\theta}_{x}^{2}}{\bar{\theta}^{2}}\right) \\
& +\left(-(\theta-\bar{\theta}) \bar{\mu} \frac{\bar{v}_{x}^{2}}{\bar{\theta}}\right)+\left(-(\theta-\bar{\theta})_{\bar{r}}^{\bar{\theta}}\right)  \tag{4.21}\\
= & j_{1}+j_{2}+j_{3}+j_{4}+j_{5} .
\end{align*}
$$

where the $j_{i}$ 's stand for each of the last five terms in (4.21). Observe next that the terms can be regrouped as follows:

$$
\begin{aligned}
I_{2}+i_{2}+j_{2} & =\partial_{x}\left((\theta-\bar{\theta})\left(\frac{\kappa \theta_{x}}{\theta}-\frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)+\left(\mu v_{x}-\bar{\mu} \bar{v}_{x}\right)(v-\bar{v})\right) \\
I_{3}+j_{3} & =-\left(\frac{\theta_{x}}{\theta}-\frac{\bar{\theta}_{x}}{\bar{\theta}}\right)\left(\bar{\theta} \frac{\kappa \theta_{x}}{\theta}-\theta \frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)=-\bar{\theta} \kappa\left(\frac{\theta_{x}}{\theta}-\frac{\bar{\theta}_{x}}{\bar{\theta}}\right)^{2}-\left(\frac{\theta_{x}}{\theta}-\frac{\bar{\theta}_{x}}{\bar{\theta}} \overline{)} \frac{\bar{\theta}_{x}}{\bar{\theta}}(\bar{\theta} \kappa-\theta \bar{\kappa})\right. \\
I_{4}+i_{4}+j_{4} & =-\theta \bar{\theta}\left(\mu \frac{v_{x}}{\theta}-\bar{\mu} \frac{\bar{v}_{x}}{\bar{\theta}}\right)\left(\frac{v_{x}}{\theta}-\frac{\bar{v}_{x}}{\bar{\theta}}\right)=-\theta \bar{\theta} \mu\left(\frac{v_{x}}{\theta}-\frac{\bar{v}_{x}}{\bar{\theta}}\right)^{2}-\theta \bar{\theta}(\mu-\bar{\mu}) \frac{\bar{v}_{x}}{\bar{\theta}}\left(\frac{v_{x}}{\theta}-\frac{\bar{v}_{x}}{\bar{\theta}}\right) \\
I_{5}+i_{5}+j_{5} & =(f-\bar{f})(v-\bar{v})+(\theta-\bar{\theta})\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right) .
\end{aligned}
$$

We then substitute (4.15), (4.20) and (4.21) to (4.14) and arrive at the final form of the relative entropy identity

$$
\begin{align*}
\partial_{t}(\psi & \left.(u, \theta \mid \bar{u}, \bar{\theta})+\frac{1}{2}(v-\bar{v})^{2}+(\eta-\bar{\eta})(\theta-\bar{\theta})\right) \\
& -\partial_{x}\left[(\sigma-\bar{\sigma})(v-\bar{v})+\left(\mu v_{x}-\bar{\mu} \bar{v}_{x}\right)(v-\bar{v})+(\theta-\bar{\theta})\left(\frac{\kappa \theta_{x}}{\theta}-\frac{\bar{\kappa} \bar{\theta}_{x}}{\bar{\theta}}\right)\right] \\
& +\bar{\theta} \kappa\left(\frac{\theta_{x}}{\theta}-\frac{\bar{\theta}_{x}}{\bar{\theta}}\right)^{2}+\theta \bar{\theta} \mu\left(\frac{v_{x}}{\theta}-\frac{\bar{v}_{x}}{\bar{\theta}}\right)^{2}  \tag{4.22}\\
= & -\bar{\theta}_{t} \eta(u, \theta \mid \bar{u}, \bar{\theta})+\bar{u}_{t} \sigma(u, \theta \mid \bar{u}, \bar{\theta})+(f-\bar{f})(v-\bar{v})+(\theta-\bar{\theta})\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right) \\
& -\left(\frac{\theta_{x}}{\theta}-\frac{\bar{\theta}_{x}}{\bar{\theta}}\right) \frac{\bar{\theta}_{x}}{\bar{\theta}}(\bar{\theta} \kappa-\theta \bar{\kappa})-\theta \bar{\theta}(\mu-\bar{\mu}) \frac{\bar{v}_{x}}{\bar{\theta}}\left(\frac{v_{x}}{\theta}-\frac{\bar{v}_{x}}{\bar{\theta}}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \eta(u, \theta \mid \bar{u}, \bar{\theta})=\eta(u, \theta)-\eta(\bar{u}, \bar{\theta})-\eta_{u}(\bar{u}, \bar{\theta})(u-\bar{u})-\eta_{\theta}(\bar{u}, \bar{\theta})(\theta-\bar{\theta}) \\
& \sigma(u, \theta \mid \bar{u}, \bar{\theta})=\sigma(u, \theta)-\sigma(\bar{u}, \bar{\theta})-\sigma_{u}(\bar{u}, \bar{\theta})(u-\bar{u})-\sigma_{\theta}(\bar{u}, \bar{\theta})(\theta-\bar{\theta}) . \tag{4.23}
\end{align*}
$$

## 5 Application to the constitutive theory of thermoviscoelasticity

In this section we perform the relative entropy calculation for the system of thermoviscoelasticity in several space dimensions. This calculation is an extension of that in Section 4 as the system of thermoviscoelasticity when restricted to one-space dimension (when restricted to the particular case of Stokes viscosity and Fourier heat conduction) produces precisely the system (4.1).

### 5.1 The constitutive theory

The requirements imposed from thermodynamics on the constitutive theory of thermoviscoelasticity were developed in $[6,7]$ and a summary can be found in [10, Sec 3.2]. The constitutive functions depend on the deformation gradient $F$, the strain rate $\dot{F}$, the temperature $\theta$ and the temperature gradient $g=\nabla \theta$, hence the name thermoviscoelasticity. The elastic part is generated by a free energy function $\psi$ :

$$
\begin{align*}
\psi & =\psi(F, \theta), \\
\Sigma & =\frac{\partial \psi}{\partial F}(F, \theta),  \tag{5.1}\\
\eta & =-\frac{\partial \psi}{\partial \theta}(F, \theta), \\
e & =\psi+\theta \eta ;
\end{align*}
$$

note that (5.1) imply the Maxwell relations

$$
\begin{equation*}
\frac{\partial \Sigma_{i \alpha}}{\partial \theta}=-\frac{\partial \eta}{\partial F_{i \alpha}}, \quad \frac{\partial \Sigma_{i \alpha}}{\partial F_{j \beta}}=\frac{\partial^{2} \psi}{\partial F_{i \alpha} \partial F_{j \beta}}=\frac{\partial \Sigma_{j \beta}}{\partial F_{i \alpha}} . \tag{5.2}
\end{equation*}
$$

The total stress is decomposed into an elastic part $\Sigma$ and a viscoelastic part $Z=Z(F, \theta, g, \dot{F})$ where $\Sigma$ and $Z$ are both symmetric tensor valued functions, $Z(F, \theta, 0,0)=0$ so that $\Sigma$ is indeed the elastic part, according to the formula

$$
\begin{align*}
S & =\Sigma(F, \theta)+Z(F, \theta, g, \dot{F}) \\
& =\frac{\partial \psi}{\partial F}(F, \theta)+Z(F, \theta, g, \dot{F}),  \tag{5.3}\\
Q & =Q(F, \theta, g, \dot{F})
\end{align*}
$$

Moreover, the heat flux $Q$ and the viscoelastic contribution to the stress $Z$ have to satisfy

$$
\begin{equation*}
\frac{1}{\theta} g \cdot Q(F, \theta, g, \dot{F})+\dot{F}: Z(F, \theta, g, \dot{F}) \geq 0 \quad \forall(F, \theta, g, \dot{F}) \tag{H}
\end{equation*}
$$

which along with (5.1) guarantee consistency for smooth processes with the Clausius-Duhem inequality $[6,7]$.

Here, for simplicity, we place the additional assumption $Z=Z(F, \theta, \dot{F})$ and $Q=Q(F, \theta, g)$, that is $Z$ is taken independent of $g$ and $Q$ independent of $\dot{F}$. Then condition (H) implies $Q(F, \theta, 0)=0$,
$Z(F, \theta, 0)=0$, and accordingly $(\mathrm{H})$ decomposes into two distinct inequalities decoupling the thermal from the mechanical dissipation

$$
\frac{1}{\theta} g \cdot Q(F, \theta, g) \geq 0 \quad \text { and } \quad \dot{F}: Z(F, \theta, \dot{F}) \geq 0 .
$$

In summary, the system of thermoviscoelasticity reads

$$
\begin{align*}
F_{t} & =\nabla v \\
v_{t} & =\operatorname{div}(\Sigma+Z)+f  \tag{5.4}\\
\partial_{t}\left(\frac{1}{2}|v|^{2}+e\right) & =\operatorname{div}(v \cdot \Sigma+v \cdot Z)+\operatorname{div} Q+v \cdot f+r .
\end{align*}
$$

where $x$ stands for the Lagrangean variable, div is the usual divergence operator (in referential coordinates), while $\partial_{t}$ stands here for the material derivative. Smooth solutions of (5.4) satisfy the energy dissipation identity

$$
\partial_{t} e=\nabla v:(\Sigma+Z)+\operatorname{div} Q+r
$$

and, using the constitutive hypotheses of the theory, one arrives at the entropy production identity

$$
\begin{equation*}
\partial_{t} \eta-\operatorname{div} \frac{Q}{\theta}=\frac{1}{\theta^{2}} \nabla \theta \cdot Q+\frac{1}{\theta} \nabla v: Z+\frac{r}{\theta} . \tag{5.5}
\end{equation*}
$$

### 5.2 The relative entropy identity

In a similar fashion to Section 4.1, we set

$$
U=\left(\begin{array}{c}
F \\
v \\
\theta
\end{array}\right) \in \mathbb{R}^{d^{2}+d+1}, \quad A(U)=\left(\begin{array}{c}
F \\
v \\
\frac{1}{2} v^{2}+e(F, \theta)
\end{array}\right), \quad G(U)=\left(\begin{array}{c}
\frac{\Sigma(F, \theta)}{\theta} \\
\frac{v}{\theta} \\
-\frac{1}{\theta}
\end{array}\right)
$$

where the tensor $F \in \mathbb{R}^{d^{2}}$ is viewed as a column vector in forming $U$, while $\Sigma$ is determined by (5.1) and is viewed again as column vector. We impose $e_{\theta}(F, \theta)>0$, so that $A(U)$ is globally invertible, and set

$$
\hat{\eta}(U):=-\eta(F, \theta),
$$

where $\hat{\eta}(U)$ is the mathematical entropy and $\eta(u, \theta)$ the thermodynamic one. The relative entropy is defined by the formula

$$
\begin{align*}
\hat{\eta}(U \mid \bar{U}) & =-\eta(F, \theta)+\eta(\bar{F}, \bar{\theta})-\frac{1}{\bar{\theta}}(\bar{\Sigma}, \bar{v},-1) \cdot\left(F-\bar{F}, v-\bar{v}, e(F, \theta)+\frac{1}{2}|v|^{2}-e(\bar{F}, \bar{\theta})-\frac{1}{2}|\bar{v}|^{2}\right) \\
& \stackrel{(5.1)}{=} \frac{1}{\bar{\theta}}\left[\psi(F, \theta \mid \bar{F}, \bar{\theta})+\frac{1}{2}|v-\bar{v}|^{2}+(\eta(F, \theta)-\eta(\bar{F}, \bar{\theta}))(\theta-\bar{\theta})\right] \tag{5.6}
\end{align*}
$$

where

$$
\begin{align*}
\psi(F, \theta \mid \bar{F}, \bar{\theta}) & =\psi(F, \theta)-\psi(\bar{F}, \bar{\theta})-\frac{\partial \psi}{\partial F}(\bar{F}, \bar{\theta}):(F-\bar{F})-\frac{\partial \psi}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta})  \tag{5.7}\\
& =\psi-\bar{\psi}-\bar{\Sigma}:(F-\bar{F})+\bar{\eta}(\theta-\bar{\theta})
\end{align*}
$$

with $\bar{\psi}=\psi(\bar{F}, \bar{\theta}), \bar{\eta}=\eta(\bar{F}, \bar{\theta})$ and so on. We again note that

$$
\nabla^{2} \hat{\eta}(U)-G(U) \cdot \nabla^{2} A(U) \stackrel{(5.1)}{=}\left(\begin{array}{ccc}
\frac{1}{\theta} \psi_{F F} & 0 & 0 \\
0 & \frac{1}{\theta} & 0 \\
0 & 0 & \frac{1}{\theta} \eta_{\theta}
\end{array}\right)
$$

and the positivity for the matrix $\nabla^{2} \hat{\eta}(U)-G(U) \cdot \nabla^{2} A(U)$ is equivalent to the usual Gibbs thermodynamic stability conditions $\psi_{F F}>0$ and $\eta_{\theta}>0$.

We next follow Section 4.2 adapted to the present multi-dimensional case. Similar calculations can be found in [8] for the case when viscosity and heat conduction are absent. Let ( $F, v, \theta$ ) and $(\bar{F}, \bar{v}, \bar{\theta})$ be two smooth solutions of (5.4) with temperatures $\theta>0$ and $\bar{\theta}>0$ that satisfy (5.5). We subtract equations (5.5) for the two respective solutions, multiply by $\bar{\theta}$ and rewrite the result in the form

$$
\begin{array}{r}
\partial_{t}(-\bar{\theta} \eta+\bar{\theta} \bar{\eta})+\operatorname{div}\left(\bar{\theta} \frac{Q}{\theta}-\bar{\theta} \frac{\bar{Q}}{\bar{\theta}}\right)=-\left(\partial_{t} \bar{\theta}\right)(\eta-\bar{\eta})+\nabla_{x} \bar{\theta} \cdot\left(\frac{Q}{\theta}-\frac{\bar{Q}}{\bar{\theta}}\right)  \tag{5.8}\\
-\bar{\theta}\left(\frac{\nabla v: Z}{\theta}-\frac{\nabla \bar{v}: \bar{Z}}{\bar{\theta}}\right)-\bar{\theta}\left(\frac{\nabla \theta \cdot Q}{\theta^{2}}-\frac{\nabla \bar{\theta} \cdot \bar{Q}}{\bar{\theta}^{2}}\right)-\bar{\theta}\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right) .
\end{array}
$$

Next, write the difference between equations (5.4) for the two solutions, multiply the resulting identity by $\left(-\bar{\Sigma}_{i \alpha},-\bar{v}_{i}, 1\right)$ and perform some re-organization of the terms to obtain

$$
\begin{align*}
\partial_{t}(- & \left.\bar{\Sigma}_{i \alpha}\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\bar{v}_{i}\left(v_{i}-\bar{v}_{i}\right)+\left(e+\frac{1}{2}|v|^{2}-\bar{e}-\frac{1}{2}|\bar{v}|^{2}\right)\right) \\
& +\partial_{\alpha}\left(\left(v_{i}-\bar{v}_{i}\right) \bar{\Sigma}_{i \alpha}+\bar{v}_{i}\left(\Sigma_{i \alpha}-\bar{\Sigma}_{i \alpha}\right)-v_{i} \Sigma_{i \alpha}+\bar{v}_{i} \bar{\Sigma}_{i \alpha}\right) \\
= & -\left(\partial_{t} \bar{\Sigma}_{i \alpha}\right)\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\left(\partial_{t} \bar{v}_{i}\right)\left(v_{i}-\bar{v}_{i}\right)+\left(\partial_{\alpha} \bar{\Sigma}_{i \alpha}\right)\left(v_{i}-\bar{v}_{i}\right)+\left(\partial_{\alpha} \bar{v}_{i}\right)\left(\Sigma_{i \alpha}-\bar{\Sigma}_{i \alpha}\right)  \tag{5.9}\\
& \left.+\left(-\bar{v}_{i}\right)\left[\left(Z_{i \alpha}-\bar{Z}_{i \alpha}\right)_{x_{\alpha}}+\left(f_{i}-\bar{f}_{i}\right)\right)\right] \\
& +\left[\partial_{\alpha}\left(v_{i} Z_{i \alpha}-\bar{v}_{i} \bar{Z}_{i \alpha}\right)+\partial_{\alpha}\left(Q_{\alpha}-\bar{Q}_{\alpha}\right)+(r-\bar{r})+(v \cdot f-\bar{v} \cdot \bar{f})\right]
\end{align*}
$$

We then combine (5.8), (5.9) and the identity

$$
-\left(\partial_{t} \bar{v}_{i}-\partial_{\alpha} \bar{\Sigma}_{i \alpha}\right)\left(v_{i}-\bar{v}_{i}\right)=-\partial_{\alpha}\left[\left(v_{i}-\bar{v}_{i}\right) \bar{Z}_{i \alpha}\right]+\left(\partial_{\alpha} v_{i}-\partial_{\alpha} \bar{v}_{i}\right) \bar{Z}_{i \alpha}-\left(v_{i}-\bar{v}_{i}\right) \bar{f}_{i}
$$

together with (5.6) and (5.2) to obtain

$$
\begin{align*}
\partial_{t}[ & \left.\psi(F, \theta \mid \bar{F}, \bar{\theta})+(\eta-\bar{\eta})(\theta-\bar{\theta})+\frac{1}{2}|v-\bar{v}|^{2}\right] \\
& +\operatorname{div}\left(-(v-\bar{v}) \cdot(\Sigma+Z-\bar{\Sigma}-\bar{Z})+\bar{\theta}\left(\frac{Q}{\theta}-\frac{\bar{Q}}{\bar{\theta}}\right)-(Q-\bar{Q})\right) \\
= & -\bar{\theta}_{t}\left[\eta(F, \theta)-\eta(\bar{F}, \bar{\theta})+\frac{\partial \Sigma_{i \alpha}}{\partial \theta}(\bar{F}, \bar{\theta})\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\frac{\partial \eta}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta})\right] \\
& +\left(\bar{F}_{j \beta}\right)_{t}\left[\Sigma_{j \beta}(F, \theta)-\Sigma_{j \beta}(\bar{F}, \bar{\theta})-\frac{\partial \Sigma_{i \alpha}}{\partial F_{j \beta}}(\bar{F}, \bar{\theta})\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\frac{\partial \Sigma_{j \beta}}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta})\right]  \tag{5.10}\\
& -\bar{\theta}_{t} \frac{\partial \eta}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta})-\left(\bar{F}_{j \beta}\right)_{t} \frac{\partial \eta}{\partial F_{j \beta}}(\bar{F}, \bar{\theta})(\theta-\bar{\theta})+I_{1}+I_{2}+I_{3} \\
= & -\left(\bar{\theta}_{t}\right) \eta(F, \theta \mid \bar{F}, \bar{\theta})+\bar{F}_{t}: \Sigma(F, \theta \mid \bar{F}, \bar{\theta})-\left(\partial_{t} \bar{\eta}\right)(\theta-\bar{\theta})+I_{1}+I_{2}+I_{3},
\end{align*}
$$

where we have set

$$
\begin{align*}
\eta(F, \theta \mid \bar{F}, \bar{\theta}) & :=\eta(F, \theta)-\eta(\bar{F}, \bar{\theta})+\frac{\partial \Sigma_{i \alpha}}{\partial \theta}(\bar{F}, \bar{\theta})\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\frac{\partial \eta}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta}), \\
\Sigma_{j \beta}(F, \theta \mid \bar{F}, \bar{\theta}) & :=\Sigma_{j \beta}(F, \theta)-\Sigma_{j \beta}(\bar{F}, \bar{\theta})-\frac{\partial \Sigma_{i \alpha}}{\partial F_{j \beta}}(\bar{F}, \bar{\theta})\left(F_{i \alpha}-\bar{F}_{i \alpha}\right)-\frac{\partial \Sigma_{j \beta}}{\partial \theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta}), \tag{5.11}
\end{align*}
$$

and

$$
\begin{align*}
& I_{1}=\nabla_{x} \bar{v}:(Z-\bar{Z})-\bar{\theta}\left(\frac{\nabla v: Z}{\theta}-\frac{\nabla \bar{v}: \bar{Z}}{\bar{\theta}}\right)+(\nabla v-\nabla \bar{v}): \bar{Z} \\
& I_{2}=\nabla \bar{\theta} \cdot\left(\frac{Q}{\theta}-\frac{\bar{Q}}{\bar{\theta}}\right)-\bar{\theta}\left(\frac{\nabla \theta \cdot Q}{\theta^{2}}-\frac{\nabla \bar{\theta} \cdot \bar{Q}}{\bar{\theta}^{2}}\right),  \tag{5.12}\\
& I_{3}=(v-\bar{v}) \cdot(f-\bar{f})+(r-\bar{r})-\bar{\theta}\left(\frac{r}{\theta}-\frac{\bar{\theta}}{\bar{\theta}}\right) .
\end{align*}
$$

Next, note that identity (5.5) yields

$$
-\left(\partial_{t} \bar{\eta}\right)(\theta-\bar{\theta})=-\partial_{\alpha}\left(\frac{\bar{Q}_{\alpha}}{\bar{\theta}}(\theta-\bar{\theta})\right)+\frac{\bar{Q}_{\alpha}}{\bar{\theta}} \partial_{\alpha}(\theta-\bar{\theta})-\left[\frac{1}{\bar{\theta}^{2}} \nabla \bar{\theta} \cdot \bar{Q}+\frac{1}{\bar{\theta}} \nabla \bar{v}: \bar{Z}+\frac{\bar{r}}{\bar{\theta}}\right](\theta-\bar{\theta}) .
$$

The latter, together with (5.12), allows to rewrite (5.10) in its final form

$$
\begin{align*}
& \partial_{t}\left(\psi(F, \theta \mid \bar{F}, \bar{\theta})+(\eta-\bar{\eta})(\theta-\bar{\theta})+\frac{1}{2}|v-\bar{v}|^{2}\right) \\
& \quad-\operatorname{div}\left((v-\bar{v}) \cdot(\Sigma+Z-\bar{\Sigma}-\bar{Z})+(\theta-\bar{\theta})\left(\frac{Q}{\theta}-\frac{\bar{Q}}{\bar{\theta}}\right)\right) \\
& \quad=-\bar{\theta}_{t} \eta(F, \theta \mid \bar{F}, \bar{\theta})+\bar{F}_{t}: \Sigma(F, \theta \mid \bar{F}, \bar{\theta})  \tag{5.13}\\
& \quad-\theta \bar{\theta}\left(\frac{\nabla v}{\theta}-\frac{\nabla \bar{v}}{\bar{\theta}}\right):\left(\frac{Z}{\theta}-\frac{\bar{Z}}{\bar{\theta}}\right)-\left(\bar{\theta} \frac{Q}{\theta}-\theta \frac{\bar{Q}}{\bar{\theta}}\right) \cdot\left(\frac{\nabla \theta}{\theta}-\frac{\nabla \bar{\theta}}{\bar{\theta}}\right) \\
& \quad+(v-\bar{v}) \cdot(f-\bar{f})+(\theta-\bar{\theta})\left(\frac{r}{\theta}-\frac{\bar{r}}{\bar{\theta}}\right),
\end{align*}
$$

and provides the relative entropy formula for the system of thermoviscoelasticity (5.4). In (5.13), the effect of viscous dissipation and heat conduction is captured respectively by the terms

$$
\begin{aligned}
D_{v} & :=\theta \bar{\theta}\left(\frac{\nabla v}{\theta}-\frac{\nabla \bar{v}}{\bar{\theta}}\right):\left(\frac{Z}{\theta}-\frac{\bar{Z}}{\bar{\theta}}\right) \\
D_{q} & :=\left(\bar{\theta} \frac{Q}{\theta}-\theta \frac{\bar{Q}}{\bar{\theta}}\right) \cdot\left(\frac{\nabla \theta}{\theta}-\frac{\nabla \bar{\theta}}{\bar{\theta}}\right) .
\end{aligned}
$$

Remark 5.1. The same relative entropy formula is derived when we compare two constitutive theories that have the same thermoelastic part but different viscoelastic and heat conduction formulas. Indeed, given two constitutive theories

$$
\psi_{i}=\psi_{i}(F, \theta), \quad Q_{i}=Q_{i}(F, \theta, g), \quad Z_{i}=Z_{i}(F, \theta, g, \dot{F}), \quad i=1,2,
$$

such that $\psi_{1}(F, \theta)=\psi_{2}(F, \theta)=: \psi(F, \theta)$ but $Q_{1} \neq Q_{2}$ and $Z_{1} \neq Z_{2}$, if $(F, \theta)$ is a smooth solution associated to the first constitutive theory and $(\bar{F}, \bar{\theta})$ a smooth solution associated to the second, then setting

$$
\begin{array}{ll}
Q=Q_{1}(F, \theta, \nabla \theta), & Z=Z_{1}(F, \theta, \nabla \theta, \dot{F}), \\
\bar{Q}=Q_{2}(\bar{F}, \bar{\theta}, \nabla \bar{\theta}), & \bar{Z}=Z_{2}(\bar{F}, \bar{\theta}, \nabla \bar{\theta}, \dot{\bar{F}}),
\end{array}
$$

the two solutions satisfy the same relative entropy identity (5.13). In particular, this identity holds when we compare a theory of thermoviscoelasticity to the formal limiting theory of thermoelastic non-conductors of heat (by directly setting in (5.13) $\bar{Q}=0$ and $\bar{Z}=0$ ).

### 5.3 Convergence to the system of adiabatic thermoelasticity

Next, we consider the limiting process from the system of thermoviscoelasticity (5.4) for a Newtonian viscous fluid with Fourier heat conduction in the limit $k \rightarrow 0, \mu \rightarrow 0$ to the system of adiabatic thermoelasticity. Let $U=(F, v, \theta)^{T} \in \mathbb{R}^{d^{2}+d+1}, \theta>0$, be a smooth solution of the system of thermoviscoelasticity

$$
\begin{align*}
F_{t} & =\nabla v \\
v_{t} & =\operatorname{div}(\Sigma+\mu(F, \theta) \nabla v)  \tag{5.14}\\
\partial_{t}\left(\frac{1}{2}|v|^{2}+e\right) & =\operatorname{div}(v \cdot \Sigma+\mu(F, \theta) v \cdot \nabla v)+\operatorname{div}(k(F, \theta) \nabla \theta)
\end{align*}
$$

satisfying (5.1), (5.3) for a Newtonian viscous fluid $Z=\mu(F, \theta) \nabla v$ with Fourier heat conduction $Q=k(F, \theta) \nabla \theta, \mu>0, k>0$. Let $\bar{U}=(\bar{F}, \bar{v}, \bar{\theta})^{T}$ be a smooth solution, satisfying $\bar{\theta} \geq \delta>0$ for some $\delta>0$, of the equations of adiabatic thermoelasticity :

$$
\begin{align*}
F_{t} & =\nabla v \\
v_{t} & =\operatorname{div}\left(\frac{\partial \psi}{\partial F}(F, \theta)\right)  \tag{5.15}\\
\partial_{t}\left(\frac{1}{2}|v|^{2}+e\right) & =\operatorname{div}\left(v \cdot \frac{\partial \psi}{\partial F}(F, \theta)\right) .
\end{align*}
$$

The latter system is obtained formally from (5.4) (with $f=0, r=0$ ) and (5.1), (5.3) by setting $\bar{Q}=0, \bar{Z}=0$. In what follows we compare the two solutions $U$ and $\bar{U}$.

By Remark 5.1 using the identities (5.10), (5.12), and $\bar{Z}=0, \bar{Q}=0$, we derive the relative entropy identity comparing the two solutions, (5.13), we can write

$$
\begin{align*}
& \partial_{t}\left(\psi(F, \theta \mid \bar{F}, \bar{\theta})+(\eta-\bar{\eta})(\theta-\bar{\theta})+\frac{1}{2}|v-\bar{v}|^{2}\right)-\operatorname{div}\left((v-\bar{v}) \cdot(\Sigma-\bar{\Sigma}+\mu \nabla v)+(\theta-\bar{\theta}) k \frac{\nabla \theta}{\theta}\right) \\
& \quad=-\bar{\theta}_{t} \eta(F, \theta \mid \bar{F}, \bar{\theta})+\bar{F}_{t}: \Sigma(F, \theta \mid \bar{F}, \bar{\theta})-\bar{\theta} \mu \frac{|\nabla v|^{2}}{\theta}-\bar{\theta} k \frac{|\nabla \theta|^{2}}{\theta^{2}}+\mu \nabla \bar{v} \cdot \nabla v+k \frac{\nabla \bar{\theta} \cdot \nabla \theta}{\theta} . \tag{5.16}
\end{align*}
$$

(It should be noted that if we were to start with a solution $U=(F, v, \theta)^{T}$ which is an entropy weak solution of (5.14) then the above identity would hold as an inequality.)

Throughout this section, we assume the usual Gibbs thermodynamics stability conditions,

$$
\begin{equation*}
\psi_{F F}>0, \quad \text { and } \quad \eta_{\theta}>0 \tag{G}
\end{equation*}
$$

Before we proceed, lets give some remarks related to (G):
(i) Since $e_{\theta}=\theta \eta_{\theta}>0$, it follows that $\nabla A$ is nonsingular. The map

$$
U=(F, v, \theta) \mapsto A(U)=\left(F, v, \frac{1}{2}|v|^{2}+e(F, \theta)\right)
$$

is globally one-to one. We may invert the map $V=A(U)$ and express $U=A^{-1}(V)$.
(ii) If we write $\hat{H}(V)=\hat{\eta}\left(A^{-1}(V)\right)$, then a calculation as in Remark 4.1 shows that

$$
\begin{equation*}
(\mathrm{G}) \Longleftrightarrow \hat{H}(V) \text { is convex in } V \tag{5.17}
\end{equation*}
$$

(iii) The positivity of the matrix $\nabla^{2} \hat{\eta}(U)-G(U) \cdot \nabla^{2} A(U)$ is equivalent to (G).
(iv) The existence of entropy-entropy flux is guaranteed by the consistency of the theory with the second law of thermodynamics.

Next, we place some growth hypotheses: For the internal energy we assume there is a constant $c>0$ and $p, q>1$ such that

$$
\begin{equation*}
c\left(|F|^{p}+\theta^{q}\right)-c \leq e(F, \theta) \leq c\left(|F|^{p}+\theta^{q}\right)+c, \quad \forall(F, \theta) \in \mathbb{R}^{d \times d} \times \mathbb{R}^{+} \tag{1}
\end{equation*}
$$

For the stress $\Sigma$ and entropy $\eta$ in (5.1) we place the growth restrictions

$$
\begin{align*}
& \lim _{|F|^{p}+\theta^{q} \rightarrow \infty} \frac{|\Sigma(F, \theta)|}{|F|^{p}+\theta^{q}}=0,  \tag{2}\\
& \lim _{|F|^{p}+\theta^{q} \rightarrow \infty} \frac{|\eta(F, \theta)|}{|F|^{p}+\theta^{q}}=0 . \tag{3}
\end{align*}
$$

In the sequel, we employ the notation

$$
\begin{equation*}
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}):=\psi(F, \theta \mid \bar{F}, \bar{\theta})+(\eta(F, \theta)-\eta(\bar{F}, \bar{\theta}))(\theta-\bar{\theta})+\frac{1}{2}|v-\bar{v}|^{2} \tag{5.18}
\end{equation*}
$$

so that $\bar{\theta} \hat{\eta}(U \mid \bar{U})=I(U \mid \bar{U})$ and define the compact set

$$
\Gamma_{M, \delta}=\{(\bar{F}, \bar{v}, \bar{\theta}):|\bar{F}| \leq M,|\bar{v}| \leq M, 0<\delta \leq \bar{\theta} \leq M\}
$$

where $M$ and $\delta$ are some positive constants. When employing this set, the constants are selected so that the smooth solution $\bar{U}=(\bar{F}, \bar{v}, \bar{\theta})^{T}$ takes values in $\Gamma_{M, \delta}$. The following lemma establishes bounds on $I(U \mid \bar{U})$ that serve later for comparing two solutions $U$ and $\bar{U}$.

Lemma 5.2. Assume that $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$ and that $\psi(F, \theta) \in C^{3}\left(\mathbb{R}^{d \times d} \times[0, \infty)\right), \eta(F, \theta), \Sigma(F, \theta) \in$ $C^{2}\left(\mathbb{R}^{d \times d} \times[0, \infty)\right)$ satisfy the conditions (5.1) and $(\mathrm{G})$. Under the growth hypotheses $\left(\mathrm{a}_{1}\right),\left(\mathrm{a}_{2}\right)$ and ( $\mathrm{a}_{3}$ ), the following hold true:
(i) There exist $R=R(\delta, M), K_{1}=K_{1}(\delta, M, c)$ and $K_{2}=K_{2}(\delta, M, c)$ such that

$$
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \geq \begin{cases}\frac{1}{2} K_{1}\left(|F|^{p}+\theta^{q}+|v|^{2}\right) & |F|^{p}+\theta^{q}+|v|^{2}>R  \tag{5.19}\\ K_{2}\left(|F-\bar{F}|^{2}+|\theta-\bar{\theta}|^{2}+|v-\bar{v}|^{2}\right) & |F|^{p}+\theta^{q}+|v|^{2} \leq R\end{cases}
$$

for all $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$.
(ii) There exists a constant $C>0$

$$
\begin{equation*}
|\eta(F, \theta \mid \bar{F}, \bar{\theta})| \leq C I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \quad \forall(F, v, \theta) \tag{5.20}
\end{equation*}
$$

for all $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$.
(iii) There exists a constant $C>0$

$$
\begin{equation*}
|\Sigma(F, \theta \mid \bar{F}, \bar{\theta})| \leq C I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \quad \forall(F, v, \theta) \tag{5.21}
\end{equation*}
$$

for all $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$.
(iv) There exist constants $K_{1}$ and $K_{2}$ such that

$$
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \geq \begin{cases}\frac{1}{4} K_{1}\left(|F-\bar{F}|^{p}+|\theta-\bar{\theta}|^{q}+|v-\bar{v}|^{2}\right) & |F|^{p}+\theta^{q}+|v|^{2}>R  \tag{5.22}\\ K_{2}\left(|F-\bar{F}|^{2}+|\theta-\bar{\theta}|^{2}+|v-\bar{v}|^{2}\right) & |F|^{p}+\theta^{q}+|v|^{2} \leq R\end{cases}
$$

for all $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$.
Proof. Fix $p>1$ and $q>1$ and consider $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$. If we select the radius $r=r(M):=$ $M^{p}+M^{q}+M^{2}$, it follows that $\Gamma_{M, \delta} \subset B_{r}=\left\{(F, v, \theta):|F|^{p}+\theta^{q}+|v|^{2} \leq r\right\}$. The proof is divided into four steps.

Step 1. We rewrite the quantity $I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta})$ as

$$
\begin{equation*}
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta})=e(F, \theta)-\psi(\bar{F}, \bar{\theta})-\psi_{F}(\bar{F}, \bar{\theta}):(F-\bar{F})-\bar{\theta} \eta(F, \theta)+\frac{1}{2}|v-\bar{v}|^{2} \tag{5.23}
\end{equation*}
$$

and proceed to estimate it for $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$. Using ( $\mathrm{a}_{1}$ ) and Young's inequality we obtain

$$
\begin{aligned}
I & \geq \min \left\{c, \frac{1}{2}\right\}\left(|F|^{p}+\theta^{q}+|v|^{2}\right)-C_{1}|\eta(F, \theta)|-C_{2}|F|-C_{3}|v|-C_{4} \\
& \geq K_{1}\left(|F|^{p}+\theta^{q}+|v|^{2}\right)-C_{1}|\eta(F, \theta)|-C_{5}
\end{aligned}
$$

where $K_{1}=\frac{1}{2} \min \left\{c, \frac{1}{2}\right\}$. Using next (a3), we select $R>r(M)+1$ sufficiently large such that

$$
\begin{equation*}
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \geq \frac{K_{1}}{2}\left(|F|^{p}+\theta^{q}+|v|^{2}\right) \tag{5.24}
\end{equation*}
$$

for $|F|^{p}+\theta^{q}+|v|^{2} \geq R$ and $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta}$.
In the complementary region $|F|^{p}+\theta^{q}+|v|^{2} \leq R$, equivalently $U \in B_{R}$, we use the expression

$$
\begin{align*}
\frac{1}{\bar{\theta}} I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) & =\hat{H}(U \mid \bar{U})=H(A(U) \mid A(\bar{U}))  \tag{5.25}\\
& =H(A(U))-H(A(\bar{U}))-H_{V}(A(\bar{U}))(A(U)-A(\bar{U}))
\end{align*}
$$

and recall that $H(V)$ is convex in $V=(F, v, E)^{T}$ to get

$$
\begin{align*}
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) & =\bar{\theta} H(A(U) \mid A(\bar{U})) \\
& \geq \min _{\substack{\tilde{U} \in B_{R} \\
\delta \leq \bar{\theta} \leq M}}\left\{\bar{\theta} H_{V V}(A(\tilde{U}))\right\}|A(U)-A(\bar{U})|^{2}=: K_{2}|A(U)-A(\bar{U})|^{2}, \tag{5.26}
\end{align*}
$$

where $K_{2}:=\delta \min _{V \in A\left(B_{R}\right)} H_{V V}(V)>0$. Note that at this point we use the regularity assumptions of $\psi$ and $\eta$ in $(F, \theta)$. Next, we write

$$
\begin{align*}
|U-\bar{U}| & =\left|\int_{0}^{1} \frac{d}{d \tau}\left[A^{-1}(\tau A(U)+(1-\tau) A(\bar{U}))\right] d \tau\right|  \tag{5.27}\\
& \leq \mid \int_{0}^{1}\left(\nabla_{V}\left(A^{-1}\right)(\tau A(U)+(1-\tau) A(\bar{U})) d \tau| | A(U)-A(\bar{U})|\leq C| A(U)-A(\bar{U}) \mid\right.
\end{align*}
$$

where $C:=\sup _{U \in B_{R}, \bar{U} \in \Gamma_{M, \delta}} \mid \int_{0}^{1}\left(\nabla_{V}\left(A^{-1}\right)(\tau A(U)+(1-\tau) A(\bar{U})) d \tau \mid<\infty\right.$. Hence,

$$
\begin{equation*}
I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) \geq \frac{K_{2}}{C}|U-\bar{U}|^{2} \quad \text { for } U \in B_{R} \tag{5.28}
\end{equation*}
$$

Thus the proof of part (i) is complete.
Step 2. Now, using $\eta=-\frac{\partial \psi}{\partial \theta}$ and the expansion

$$
\begin{equation*}
\eta(F, \theta \mid \bar{F}, \bar{\theta})=\eta(F, \theta)-\eta(\bar{F}, \bar{\theta})-\eta_{F}(\bar{F}, \bar{\theta}):(F-\bar{F})-\eta_{\theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta}), \tag{5.29}
\end{equation*}
$$

we have

$$
|\eta(F, \theta \mid \bar{F}, \bar{\theta})| \leq|\eta(F, \theta)|+C_{1}|F|+C_{2} \theta+C_{3}
$$

for all $(\bar{F}, \bar{\theta}, \bar{v}) \in \Gamma_{M, \delta}$ with $C_{i}$ constants depending only on $\Gamma_{M, \delta}$. It follows by (a3) that

$$
\begin{equation*}
\limsup _{|F|^{p}+\theta^{q} \rightarrow \infty} \frac{|\eta(F, \theta \mid \bar{F}, \bar{\theta})|}{|F|^{p}+\theta^{q}}=\limsup _{|F|^{p}+\theta^{q}+|v|^{2} \rightarrow \infty} \frac{|\eta(F, \theta \mid \bar{F}, \bar{\theta})|}{|F|^{p}+\theta^{q}+|v|^{2}}=0 . \tag{5.30}
\end{equation*}
$$

Using (5.29) and (5.30) and selecting $R>r(M)+1$ sufficiently large, there exists $C>0$ such that

$$
|\eta(F, \theta \mid \bar{F}, \bar{\theta})| \leq\left\{\begin{array}{ll}
C\left(|F|^{p}+\theta^{q}+|v|^{2}\right)+\bar{C} & \text { for }|F|^{p}+\theta^{q}+|v|^{2} \geq R  \tag{5.31}\\
C\left(|F-\bar{F}|^{2}+|\theta-\bar{\theta}|^{2}+|v-\bar{v}|^{2}\right) & \text { for }|F|^{p}+\theta^{q}+|v|^{2}<R
\end{array},\right.
$$

for all $(F, v, \theta)$ and for $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta} \subset B_{r}$. Note that the same $R$ can be used in both bounds (5.19) and (5.31) by adjusting the constants in these bounds. Hence, we conclude

$$
|\eta(F, \theta \mid \bar{F}, \bar{\theta})| \leq C I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta})
$$

Step 3. Similarly, using $\Sigma=\frac{\partial \psi}{\partial F}$ and the expansion

$$
\begin{equation*}
\Sigma(F, \theta \mid \bar{F}, \bar{\theta})=\Sigma(F, \theta)-\Sigma(\bar{F}, \bar{\theta})-\psi_{F}(\bar{F}, \bar{\theta}):(F-\bar{F})-\psi_{\theta}(\bar{F}, \bar{\theta})(\theta-\bar{\theta}) \tag{5.32}
\end{equation*}
$$

it follows by ( $\mathrm{a}_{2}$ )

$$
\begin{equation*}
\limsup _{|F|^{p}+\theta^{q} \rightarrow \infty} \frac{\Sigma(F, \theta \mid \bar{F}, \bar{\theta})}{|F|^{p}+\theta^{q}}=0 \tag{5.33}
\end{equation*}
$$

and we proceed as in Step 2 to prove part (iii).
Step 4. To show (iv), recall that $(\bar{F}, \bar{v}, \bar{\theta}) \in \Gamma_{M, \delta} \subset B_{r}$. We then have

$$
|F-\bar{F}|^{p}+|\theta-\bar{\theta}|^{q}+|v-\bar{v}|^{2} \leq(|F|+M)^{p}+(\theta+M)^{q}+(|v|+M)^{2}
$$

Since

$$
\limsup _{|F|^{p}+\theta^{q}+|v|^{2} \rightarrow \infty} \frac{(|F|+M)^{p}+(\theta+M)^{q}+(|v|+M)^{2}}{|F|^{p}+\theta^{q}+|v|^{2}}=1
$$

we may select $R$ such that

$$
\begin{equation*}
|F-\bar{F}|^{p}+|\theta-\bar{\theta}|^{q}+|v-\bar{v}|^{2} \leq 2\left(|F|^{p}+\theta^{q}+|v|^{2}\right) \quad \text { for }|F|^{p}+\theta^{q}+|v|^{2}>R \tag{5.34}
\end{equation*}
$$

Equation (5.22) follows by combining (5.24) with (5.34) and the proof of Step 1.
Now, we state and prove a convergence result recovering the smooth solution $\bar{U}$ of thermoelastic nonconductors of heat from solutions of (5.14) as $\mu, k \rightarrow 0+$. From here on, we denote the solution to the system of thermoviscoelasticity by $U^{\mu, k}=(F, v, \theta)^{T}$ to give an emphasis on the dependence of the solution on the functions $\mu=\mu(F, \theta)$ and $k=k(F, \theta)$. We note that the dependence of the solution $U^{\mu, k}=(F, v, \theta)^{T}$ on $\mu$ and $k$ will be specified on the state vector $U^{\mu, k}$ and for convenience we drop it from the components $F, v$ and $\theta$. As before, to avoid technicalities, we work for now in the spatially periodic case with domain $Q_{T}=\mathbb{T}^{d} \times[0, T)$ for $T \in[0, \infty)$.

Theorem 5.3. Let $U^{\mu, k}$ be a strong solution of the system of thermoviscoelasticity (5.14) satisfying the constitutive relations (5.1), (5.3) with

$$
Z=\mu(F, \theta) \nabla v, \quad Q=k(F, \theta) \nabla \theta
$$

defined on a maximal domain of existence $Q_{T^{*}}$, and let $\bar{U}$ be a smooth solution to the system of thermoelastic nonconductors of heat (5.15) defined on $\overline{Q_{T}}, 0<T<T^{*}$ and emanating from initial data $U_{0}^{\mu, k}$ and $\bar{U}_{0}$, respectively. Assume that Hypotheses $(\mathrm{G}),\left(\mathrm{a}_{1}\right),\left(\mathrm{a}_{2}\right)$ and ( $\mathrm{a}_{3}$ ) hold true and suppose that $\bar{U} \in \Gamma_{M, \delta}$ for some constants $M>0$ and $\delta>0$. Then there exists a constant $C=C(T)$ such that for $t \in(0, T)$,

$$
\begin{equation*}
\int I\left(U^{\mu, k}(t) \mid \bar{U}(t)\right) d x \leq C\left(\int I\left(U_{0}^{\mu, k} \mid \bar{U}_{0}\right) d x+\int_{0}^{T} \int \mu \frac{\theta(s)}{\bar{\theta}(s)}|\nabla \bar{v}(s)|^{2}+k \frac{|\nabla \bar{\theta}(s)|^{2}}{\bar{\theta}(s)} d x d s\right) \tag{5.35}
\end{equation*}
$$

Moreover, if

$$
|\mu(F, \theta) \theta| \leq \mu_{0}|e(F, \theta)|, \quad|k(F, \theta)| \leq k_{0}|e(F, \theta)|
$$

then for every data satisfying $\lim _{\substack{\mu_{0} \rightarrow 0+\\ k_{o} \rightarrow 0+}} \int I\left(U_{0}^{\mu, k} \mid \bar{U}_{0}\right) d x=0$, it follows

$$
\begin{equation*}
\sup _{t \in(0, T)} \int I\left(U^{\mu, k}(t) \mid \bar{U}(t)\right) d x \rightarrow 0 \quad \text { as } \mu_{0}, k_{0} \rightarrow 0+ \tag{5.36}
\end{equation*}
$$

Proof. Integrating the identity (5.16) and combining with the estimates (5.20) and (5.21) of Lemma 5.2 , we get

$$
\begin{align*}
& \frac{d}{d t} \int I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}) d x+\int \bar{\theta}\left(\mu \frac{|\nabla v|^{2}}{\theta}+k \frac{|\nabla \theta|^{2}}{\theta^{2}}\right) d x \leq \\
& \leq \int\left|\bar{\theta}_{t}\right||\eta(F, \theta \mid \bar{F}, \bar{\theta})|+\left|\bar{F}_{t}\right||\Sigma(F, \theta \mid \bar{F}, \bar{\theta})| d x+\int \mu|\nabla \bar{v}||\nabla v|+k \frac{|\nabla \bar{\theta}||\nabla \theta|}{\theta} d x \\
& \leq C \int|I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta})| d x+\left(\int \bar{\theta} \mu \frac{|\nabla v|^{2}}{\theta} d x\right)^{1 / 2}\left(\int \mu \overline{\bar{\theta}}|\nabla \bar{v}|^{2} d x\right)^{1 / 2} \\
& \quad+\left(\int \bar{\theta} k \frac{|\nabla \theta|^{2}}{\theta^{2}}\right)^{1 / 2}\left(\int k \frac{|\nabla \bar{\theta}|^{2}}{\bar{\theta}} d x\right)^{1 / 2} \\
& \quad \leq C \int|I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta})| d x+\frac{1}{2} \int \bar{\theta}\left(\mu \frac{|\nabla v|^{2}}{\theta}+k \frac{|\nabla \theta|^{2}}{\theta^{2}}\right) d x+\frac{1}{2} \int \mu \overline{\bar{\theta}}|\nabla \bar{v}|^{2}+k \bar{\theta} \frac{|\nabla \bar{\theta}|^{2}}{\bar{\theta}^{2}} d x \tag{5.37}
\end{align*}
$$

for some constant $C=C\left(\left|\bar{\theta}_{t}\right|,\left|\bar{F}_{t}\right|\right)$. Hence, Gronwall's inequality gives

$$
\begin{align*}
\int I\left(U^{\mu, k}(t) \mid \bar{U}(t)\right) d x & \leq e^{C t} \int \psi\left(F_{0}, \theta_{0} \mid \bar{F}_{0}, \bar{\theta}_{0}\right)+\frac{1}{2}\left|v_{0}-\bar{v}_{0}\right|^{2}+\left(\eta\left(F_{0}, \theta_{0}\right)-\eta\left(\bar{F}_{0}, \bar{\theta}_{0}\right)\right)\left(\theta_{0}-\bar{\theta}_{0}\right) d x \\
& +\frac{1}{2} \int_{0}^{t} e^{C(t-s)}\left[\int \mu \frac{\theta(s)}{\bar{\theta}(s)}|\nabla \bar{v}(s)|^{2}+k \frac{|\nabla \bar{\theta}(s)|^{2}}{\bar{\theta}(s)} d x\right] d s \tag{5.38}
\end{align*}
$$

and (5.35) follows. Last, uniform energy estimates are obtained by integrating the energy equation $(5.4)_{3}$ which, for periodic boundary conditions and for $r=0, f=0$, gives

$$
\int_{\mathbb{T}^{d}} \frac{1}{2}|v|^{2}+e(F, \theta) d x \leq C .
$$

Hence, if $\left(\mathrm{H}_{\mu, k}\right)$ is satisfied then combining the above with $\left(\mathrm{a}_{1}\right)$, we arrive at $\|\mu(F, \theta) \theta(t)\|_{L^{1}\left(\mathbb{T}^{d}\right)} \leq$ $\mu_{0} K$ and $\|k(F, \theta)\|_{L^{1}\left(\mathbb{T}^{d}\right)} \leq k_{0} K$ for all $t \in[0, T]$ and $K$ is some uniform positive constant. Taking the limit in (5.38) as $\mu_{0} \rightarrow 0+$ and $k_{0} \rightarrow 0+$, (5.36) follows.

Remark 5.4. One can check by direct computation that Hypothesis $\left(\mathrm{H}_{5}\right)$, assumed to prove the convergence of the zero-viscosity limit for general hyperbolic-parabolic systems (1.4) in Theorem 2.2, does not lead to the elegant condition $\left(\mathrm{H}_{\mu, k}\right)$ imposed on the parameters $\mu$ and $k$ of Theorem 5.3. To obtain this condition one needs to work out the special case.

### 5.4 Uniqueness of smooth solutions in the class of entropic measure-valued solutions

In this section, we consider the system of adiabatic thermoelasticity (1.1), determined via the constitutive theory (1.2) for some Helmhotz free energy function $\psi=\psi(F, \theta)$, subject to the entropy inequality (1.3) for weak solutions.

Let $U=(F, v, \theta)$ be a weak solution of (1.1) satisfying the entropy inequality (1.3) and let $\bar{U}=(\bar{F}, \bar{v}, \bar{\theta})$ be a strong solution to (1.1). The latter necessarily satisfies the entropy identity

$$
\begin{equation*}
\partial_{t} \eta(\bar{F}, \bar{\theta})=\frac{\bar{r}}{\bar{\theta}} . \tag{5.39}
\end{equation*}
$$

In Section 5.2 we showed that $U$ and $\bar{U}$ can be compared via the relative entropy inequality

$$
\begin{equation*}
\partial_{t}(I(F, v, \theta \mid \bar{F}, \bar{v}, \bar{\theta}))-\operatorname{div}((v-\bar{v}) \cdot(\Sigma-\bar{\Sigma})) \leq-\bar{\theta}_{t} \eta(F, \theta \mid \bar{F}, \bar{\theta})+\bar{F}_{t}: \Sigma(F, \theta \mid \bar{F}, \bar{\theta}) . \tag{5.40}
\end{equation*}
$$

In this section we establish an analog of (5.40) valid for entropic measure-valued solutions and eventually establish the uniqueness of classical solutions in the class of dissipative measure-valued solutions for the equations of adiabatic thermoelasticity (1.1). This theory will be the analog of the general theory in Section 3 when specified to (1.1). However, there are some important differences in the treatment of concentrations, and Theorem 3.2 does not apply directly and has to be adapted.

### 5.4.1 Entropic-mv solutions for adiabatic thermoelasticity

An entropic measure-valued (mv) solution for (1.1) consists of a Young measure $\boldsymbol{\nu}=\left(\boldsymbol{\nu}_{x, t}\right)_{\left\{(x, t) \in \bar{Q}_{T}\right\}}$ a non-negative Radon measure $\boldsymbol{\mu} \in \mathcal{M}^{+}\left(Q_{T}\right)$ describing concentrations and functions $(F, v, \theta)$,

$$
F=\left\langle\boldsymbol{\nu}_{(x, t)}, \lambda_{F}\right\rangle, \quad v=\left\langle\boldsymbol{\nu}_{(x, t)}, \lambda_{v}\right\rangle, \quad \theta=\left\langle\boldsymbol{\nu}_{(x, t)}, \lambda_{\theta}\right\rangle
$$

with $F \in L^{\infty}\left(L^{p}\right), v \in L^{\infty}\left(L^{2}\right), \theta \in L^{\infty}\left(L^{q}\right)$ that satisfies in the sense of distributions the averaged equations

$$
\begin{align*}
\partial_{t}\left\langle\boldsymbol{\nu}, \lambda_{F}\right\rangle & =\nabla\left\langle\boldsymbol{\nu}, \lambda_{v}\right\rangle \\
\partial_{t}\left\langle\boldsymbol{\nu}, \lambda_{v}\right\rangle & =\operatorname{div}\left\langle\boldsymbol{\nu}, \Sigma\left(\lambda_{F}, \lambda_{\theta}\right)\right\rangle  \tag{5.41}\\
\left.\partial_{t}\left(\left.\left\langle\boldsymbol{\nu}, \frac{1}{2}\right| \lambda_{v}\right|^{2}+e\left(\lambda_{F}, \lambda_{\theta}\right)\right\rangle+\boldsymbol{\mu}\right) & =\operatorname{div}\left\langle\boldsymbol{\nu}, \lambda_{v} \cdot \Sigma\left(\lambda_{F}, \lambda_{\theta}\right)\right\rangle+\langle\boldsymbol{\nu}, r\rangle
\end{align*}
$$

and the averaged form of the entropy production equation

$$
\begin{equation*}
\partial_{t}\left\langle\boldsymbol{\nu}, \eta\left(\lambda_{F}, \lambda_{\theta}\right) \geq\left\langle\boldsymbol{\nu}, \frac{r}{\lambda_{\theta}}\right\rangle\right. \tag{5.42}
\end{equation*}
$$

Some justification of the above definition is needed: Typically mv-solutions of (1.1) will appear as limits of some approximating problem like the system of thermoviscoelasticity. The natural available bounds are provided by the energy conservation equation (given some mild hypothesis on the energy radiation term $r$ which for simplicity is assumed here as a given bounded function). It leads to the bound

$$
\begin{equation*}
\int_{\mathbb{T}^{d}} e\left(F^{\varepsilon}, \theta^{\varepsilon}\right)+\frac{1}{2}\left|v^{\varepsilon}\right|^{2} d x \leq C \tag{5.43}
\end{equation*}
$$

where $\varepsilon$ stands for the approximation parameter. Under the growth assumption $\left(\mathrm{a}_{1}\right)$, the uniform bound (5.43) in turn yields that $F^{\varepsilon}$ is uniformly bounded in $L^{p}, v^{\varepsilon}$ in $L^{2}$ and $\theta^{\varepsilon}$ in $L^{q}$, with $p, q>1$. The family generates (along subsequences) a Young measure $\nu=\nu_{(t, x)}$ that characterizes the weak limits (e.g. [30, 2]). The action of the Young measure is well defined for functions that grow slower than the energy and characterizes their weak limits:

$$
\begin{gather*}
\mathrm{wk}-\lim f\left(F^{\varepsilon}, v^{\varepsilon}, \theta^{\varepsilon}\right)=\left\langle\boldsymbol{\nu}, f\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right\rangle \\
\forall \text { continuous } f \text { such that } \lim _{\left|\lambda_{F}\right|^{p}+\left|\lambda_{v}\right|^{2}+\left(\lambda_{\theta}\right)^{q} \rightarrow \infty} \frac{\left|f\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right|}{\left|\lambda_{F}\right|^{p}+\left|\lambda_{v}\right|^{2}+\left(\lambda_{\theta}\right)^{q}}=0 . \tag{5.44}
\end{gather*}
$$

We impose the growth assumptions ( $\mathrm{a}_{2}$ ) on the stress, ( $\mathrm{a}_{3}$ ) on the entropy and in addition the growth restriction

$$
\begin{equation*}
\lim _{|F|^{p}+\theta^{q}+\left|v^{2}\right| \rightarrow \infty} \frac{|v \cdot \Sigma(F, \theta)|}{|F|^{p}+\theta^{q}+|v|^{2}}=0 \tag{4}
\end{equation*}
$$

on the power of the stresses. With these restrictions all the actions of Young measures appearing in (5.41) and (5.42) are well defined, except for that on the total energy.

Classical Young measures do not suffice to characterize the weak limit of $e\left(F^{\varepsilon}, \theta^{\varepsilon}\right)+\frac{1}{2}\left|v^{\varepsilon}\right|^{2}$ due to the appearance of concentrations. This problem is undertaken by DiPerna and Majda [13] and leads to the introduction of generalized Young measures with concentrations; a general representation theorem is obtained by using the recession function, see Alibert-Bouchitté [1]. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ and $\left\{u_{n}\right\}$ a bounded sequence in $L^{1}\left(\Omega ; \mathbb{R}^{n}\right)$. The goal in $[13,1]$ is to represent weak limits of the form

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \varphi(y) g\left(u_{n}(y)\right) d y
$$

for $\varphi \in C_{0}(\Omega)$ and for test functions $g$ of the form

$$
g(\xi)=\bar{g}(\xi)(1+|\xi|) \quad \text { for some } \bar{g} \in B C\left(\mathbb{R}^{n}\right)
$$

where $B C\left(\mathbb{R}^{n}\right)$ denotes the bounded continuous functions on $\mathbb{R}^{n}$. We list below the representation result and refer to $[13,1]$ for details and to [3] for a quick presentation that can serve as an introduction to the subject. Define

$$
\begin{array}{ll}
\mathcal{F}_{0}=\left\{h \in B C\left(\mathbb{R}^{n}\right):\right. & \left.h^{\infty}(\xi)=\lim _{s \rightarrow \infty} h(s \xi) \text { exists and is continuous on } \mathcal{S}^{n-1}\right\}  \tag{rec}\\
\mathcal{F}_{1}=\left\{g \in C\left(\mathbb{R}^{n}\right):\right. & \left.g(\xi)=h(\xi)(1+|\xi|) \text { for } h \in \mathcal{F}_{0}\right\} .
\end{array}
$$

Given $X$ a locally, compact Hausdorff space, let $\mathcal{M}(X)$ denote the Radon measures on $X, \mathcal{M}_{+}(X)$ the positive Radon measures, and $\operatorname{Prob}(X)$ the probability measures. Given a Radon measure $\lambda$ on $\Omega$ set $\mathcal{P}(\lambda ; X)=L_{w}^{\infty}(d \lambda ; \operatorname{Prob}(X))$ be the parametrized families of probability measures $\left(\boldsymbol{\nu}_{y}\right)_{y \in \Omega}$ acting on $X$ which are weakly measurable on the parameter $y \in \Omega$. When $\lambda$ is the Lebesgue measure we denote $\mathcal{P}(\lambda ; X)=\mathcal{P}(\Omega ; X)$.

Theorem 5.5 (DiPerna and Majda [13], Alibert and Bouchitté [1]). Let $\left\{u_{n}\right\}$ be bounded in $L^{1}\left(\Omega ; \mathbb{R}^{n}\right)$. There exists a subsequence $\left\{u_{n_{k}}\right\}$, a nonnegative Radon measure $\mu \in \mathcal{M}_{+}(\Omega)$ and parametrized families of probability measures $\boldsymbol{\nu} \in \mathcal{P}\left(\Omega ; \mathbb{R}^{n}\right)$ and $\boldsymbol{\nu}^{\infty} \in \mathcal{P}\left(\lambda ; \mathcal{S}^{n-1}\right)$ such that

$$
g\left(u_{n_{k}}\right) \rightharpoonup\langle\boldsymbol{\nu}, g\rangle+\left\langle\boldsymbol{\nu}^{\infty}, g^{\infty}\right\rangle \mu \quad \text { weak-* in } \mathcal{M}(\Omega)
$$

for $g \in \mathcal{F}_{1}$.
The theorem is applied to represent the weak limits $\mathrm{wk}-\lim f\left(F^{\varepsilon}, v^{\varepsilon}, \theta^{\varepsilon}\right)$, where the family $\left(F^{\varepsilon}, v^{\varepsilon}, \theta^{\varepsilon}\right)$ satisfies the uniform bound (5.43), $e(F, \theta)$ grows according to ( $\mathrm{a}_{1}$ ), and $f$ is a continuous test function with growth

$$
|f(F, v, \theta)| \leq C\left(1+|F|^{p}+|v|^{2}+\theta^{q}\right) \quad F \in \mathbb{R}^{d \times d}, v \in \mathbb{R}^{d}, \theta \in \mathbb{R}^{+} .
$$

To this end apply the change of variables $(A, b, c)=\left(|F|^{p-1} F,|v| v, \theta^{q}\right) \in \mathbb{R}^{d \times d} \times \mathbb{R}^{d} \times \mathbb{R}^{+}$to the test function $f$ and define

$$
f(F, v, \theta)=: g\left(|F|^{p-1} F,|v| v, \theta^{q}\right)
$$

The test function $g(A, b, c)$ satisfies the growth hypothesis $|g(A, b, c)| \leq C(1+|A|+|b|+c)$ and Theorem 5.5 is used to represent the weak-* limits for test functions $g$ satisfying $\left(\mathrm{H}_{\text {rec }}\right)$ :

$$
g^{\infty}(A, b, c)=\lim _{s \rightarrow \infty} \frac{g(s A, s b, s c)}{1+s(|A|+|b|+c)} \quad \text { exists and is continuous for }(A, b, c) \in \mathcal{S}^{d^{2}+d} \cap\{c>0\}
$$

There are probability measures $N_{(t, x)} \in \mathcal{P}\left(\bar{Q}_{T} ; \mathbb{R}^{d^{2}+d+1}\right), N_{(t, x)}^{\infty} \in \mathcal{P}\left(\bar{Q}_{T} ; \mathcal{S}^{d^{2}+d}\right)$ and a positive Borel measure $M \in \mathcal{M}^{+}\left(\bar{Q}_{T}\right)$ such that

$$
g\left(A_{n}, b_{n}, c_{n}\right) \rightharpoonup\left\langle N, g\left(\lambda_{A}, \lambda_{b}, \lambda_{c}\right)\right\rangle+\left\langle N^{\infty}, g^{\infty}\left(\lambda_{A}, \lambda_{b}, \lambda_{c}\right)\right\rangle M .
$$

This in turn implies

$$
\begin{equation*}
f\left(F_{n}, v_{n}, \theta_{n}\right) \rightharpoonup\left\langle\boldsymbol{\nu}, f\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right\rangle+\left\langle\boldsymbol{\nu}^{\infty}, f^{\infty}\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right\rangle M \tag{5.45}
\end{equation*}
$$

where $\boldsymbol{\nu}_{(t, x)}$ and $\boldsymbol{\nu}_{(t, x)}^{\infty}$ are defined via

$$
\begin{align*}
\left\langle\boldsymbol{\nu}, f\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right\rangle & =\left\langle N, g\left(\left|\lambda_{F}\right|^{p-1} \lambda_{F},\left|\lambda_{v}\right| \lambda_{v},\left(\lambda_{\theta}\right)^{q}\right)\right\rangle \\
\left\langle\boldsymbol{\nu}^{\infty}, f^{\infty}\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)\right\rangle & =\left\langle N, g^{\infty}\left(\left|\lambda_{F}\right|^{p-1} \lambda_{F},\left|\lambda_{v}\right| \lambda_{v},\left(\lambda_{\theta}\right)^{q}\right)\right\rangle \tag{5.46}
\end{align*}
$$

Formulas (5.45), (5.46) are applied to represent the weak limit of the total energy $e(F, \theta)+\frac{1}{2}\left|v^{2}\right|$. It is necessary to assume that the recession function

$$
\begin{equation*}
\left(e(F, \theta)+\frac{1}{2}|v|^{2}\right)^{\infty}:=\lim _{s \rightarrow \infty} \frac{e\left(s^{\frac{1}{p}} F, s^{\frac{1}{q}} \theta\right)+\frac{1}{2} s|v|^{2}}{1+s\left(|F|^{p}+\theta^{q}+|v|^{2}\right)} \tag{5}
\end{equation*}
$$

exists and is continuous for $\left(|F|^{p-1} F,|v| v, \theta^{q}\right) \in \mathcal{S}^{d^{2}+d} \cap\{c>0\}$
and the theorem gives that along a subsequence

$$
\begin{equation*}
\left.\mathrm{wk}-*-\lim \left(e\left(F^{\varepsilon}, \theta^{\varepsilon}\right)+\frac{1}{2}\left|v^{\varepsilon}\right|^{2}\right)=\left.\left\langle\boldsymbol{\nu}, e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\right| \lambda_{v}\right|^{2}\right\rangle+\left\langle\boldsymbol{\nu}^{\infty},\left(e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\left|\lambda_{v}\right|^{2}\right)^{\infty}\right\rangle M \tag{5.47}
\end{equation*}
$$

Due to the hypothesis $\left(\mathrm{a}_{1}\right)$, we have $\left(e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\left|\lambda_{v}\right|^{2}\right)^{\infty}>0$ and thus

$$
\boldsymbol{\mu}:=\left\langle\boldsymbol{\nu}^{\infty},\left(e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\left|\lambda_{v}\right|^{2}\right)^{\infty}\right\rangle M \in \mathcal{M}_{+}\left(\bar{Q}_{T}\right) .
$$

The representation formula (5.47) justifies the nature of the definition of entropic-mv solutions for the equations of adiabatic thermoelasticity, as it pertains to the format of the energy conservation equation $(5.41)_{3}$.

### 5.4.2 The averaged relative entropy inequality for adiabatic thermoelasticity

The objective is to compare an entropic-mv solution with the strong solution ( $\bar{F}, \bar{v}, \bar{\theta}$ ). Motivated by (5.6) and (3.17), we define the averaged relative entropy

$$
\begin{array}{r}
\mathcal{H}(\boldsymbol{\nu}, U, \bar{U})=-\langle\boldsymbol{\nu}, \eta\rangle+\bar{\eta}-\frac{\bar{\Sigma}}{\bar{\theta}}:\left\langle\boldsymbol{\nu}, \lambda_{F}-\bar{F}\right\rangle-\frac{\bar{v}}{\bar{\theta}} \cdot\left\langle\boldsymbol{\nu}, \lambda_{v}-\bar{v}\right\rangle  \tag{5.48}\\
\left.\left.+\frac{1}{\bar{\theta}}\left(\left.\left\langle\boldsymbol{\nu}, e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\right| \lambda_{v}\right|^{2}-e(\bar{F}, \bar{\theta})-\frac{1}{2}|\bar{v}|^{2}\right)\right\rangle+\boldsymbol{\mu}\right)
\end{array}
$$

The reader should note that the formula, which now involves the concentration measure $\mu$, is easily recast in the form

$$
\begin{align*}
\mathcal{H}(\boldsymbol{\nu}, U, \bar{U}) & =\frac{1}{\bar{\theta}}\left(\left\langle\boldsymbol{\nu}, I\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta} \mid \bar{F}, \bar{v}, \bar{\theta}\right)\right\rangle+\boldsymbol{\mu}\right) \\
\text { where } \quad I\left(\lambda_{U} \mid \bar{U}\right) & =I\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta} \mid \bar{F}, \bar{v}, \bar{\theta}\right)  \tag{5.49}\\
& :=\psi\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)+\left(\eta\left(\lambda_{F}, \lambda_{\theta}\right)-\eta(\bar{F}, \bar{\theta})\right)\left(\lambda_{\theta}-\bar{\theta}\right)+\frac{1}{2}\left|\lambda_{v}-\bar{v}\right|^{2}
\end{align*}
$$

and $\psi\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)$ is given by (5.7).
Using equations (5.41), (5.42) for $\left(\lambda_{F}, \lambda_{v}, \lambda_{\theta}\right)$ and (1.1), (5.39) for ( $\left.\bar{F}, \bar{v}, \bar{\theta}\right)$, we obtain

$$
\begin{aligned}
- & \bar{\theta} \partial_{t}\left\langle\boldsymbol{\nu}, \eta\left(\lambda_{F}, \lambda_{\theta}\right)-\eta(\bar{F}, \bar{\theta})\right\rangle-\bar{\Sigma}: \partial_{t}\left\langle\boldsymbol{\nu}, \lambda_{F}-\bar{F}\right\rangle-\bar{v} \cdot \partial_{t}\left\langle\boldsymbol{\nu}, \lambda_{v}-\bar{v}\right\rangle \\
& \left.\left.+\partial_{t}\left(\left.\left\langle\boldsymbol{\nu}, e\left(\lambda_{F}, \lambda_{\theta}\right)+\frac{1}{2}\right| \lambda_{v}\right|^{2}-e(\bar{F}, \bar{\theta})-\frac{1}{2}|\bar{v}|^{2}\right)\right\rangle+\boldsymbol{\mu}\right) \\
\leq & -\bar{\Sigma}: \nabla\left\langle\boldsymbol{\nu}, \lambda_{v}-\bar{v}\right\rangle-\bar{v} \cdot \operatorname{div}\left\langle\boldsymbol{\nu}, \Sigma\left(\lambda_{F}, \lambda_{\theta}\right)-\Sigma(\bar{F}, \bar{\theta})\right\rangle \\
& +\operatorname{div}\left\langle\boldsymbol{\nu}, \lambda_{v} \cdot \Sigma\left(\lambda_{F}, \lambda_{\theta}\right)-\bar{v} \cdot \Sigma(\bar{F}, \bar{\theta})\right\rangle-\bar{\theta}\left\langle\boldsymbol{\nu}, \frac{r}{\lambda_{\theta}}-\frac{\bar{r}}{\bar{\theta}}\right\rangle+\langle\boldsymbol{\nu}, r-\bar{r}\rangle .
\end{aligned}
$$

This inequality is understood in the sense of distributions, meaning that one multiplies by a test function $\varphi(x, t)>0$ and integrates by parts; this is possible since $(\bar{F}, \bar{v}, \bar{\theta}) \in W^{1, \infty}$ and since $\boldsymbol{\mu}$ is a measure, exploiting the fact that there is no multiplier in the term coming from the energy. Next we integrate by parts, exploiting again the fact that $(\bar{F}, \bar{v}, \bar{\theta})$ is a strong solution, and take account of (5.49), to derive the inequality

$$
\begin{align*}
\partial_{t}[\langle\boldsymbol{\nu}, & \left.\left.I\left(\lambda_{U} \mid \bar{U}\right)\right\rangle+\boldsymbol{\mu}\right]-\operatorname{div}\left\langle\boldsymbol{\nu},\left(\lambda_{v}-\bar{v}\right) \cdot\left(\Sigma\left(\lambda_{F}, \lambda_{\theta}\right)-\Sigma(\bar{F}, \bar{\theta})\right)\right\rangle \\
\leq & -\left(\partial_{t} \bar{\theta}\right)\left\langle\boldsymbol{\nu}, \eta\left(\lambda_{F}, \lambda_{\theta}\right)-\eta(\bar{F}, \bar{\theta})\right\rangle-\partial_{t} \bar{\Sigma}:\left\langle\boldsymbol{\nu}, \lambda_{F}-\bar{F}\right\rangle-\partial_{t} \bar{v} \cdot \nabla\left\langle\boldsymbol{\nu}, \lambda_{v}-\bar{v}\right\rangle \\
& +\left\langle\boldsymbol{\nu}, \lambda_{v}-\bar{v}\right\rangle \cdot \operatorname{div} \bar{\Sigma}+\left\langle\boldsymbol{\nu}, \Sigma\left(\lambda_{F}, \lambda_{\theta}\right)-\Sigma(\bar{F}, \bar{\theta})\right\rangle: \nabla \bar{v}-\bar{\theta}\left\langle\boldsymbol{\nu}, \frac{r}{\lambda_{\theta}}-\frac{\bar{r}}{\bar{\theta}}\right\rangle+\langle\boldsymbol{\nu}, r-\bar{r}\rangle \\
\leq & -\bar{\theta}_{t}\left\langle\boldsymbol{\nu}, \eta\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right\rangle+\bar{F}_{t}:\left\langle\boldsymbol{\nu}, \Sigma\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right\rangle+\left\langle\boldsymbol{\nu},\left(\frac{r}{\lambda_{\theta}}-\frac{\bar{r}}{\bar{\theta}}\right)\left(\lambda_{\theta}-\bar{\theta}\right)\right\rangle . \tag{5.50}
\end{align*}
$$

The last inequality follows from (5.7), (5.2), (5.39). The derivation is analogous to the one leading to the derivation of (5.13) and is omitted. The final identity (5.50) is the averaged version of the relative entropy inequality comparing the entropic measure valued solution (5.41), (5.42) to a Lipschitz solution $\bar{U}$. The reader should note how the concentration measure $\mu$ enters in both (5.42) and (5.50).

Next, we establish the recovery of classical solutions from entropic measure-valued solutions as defined above in the framework of adiabatic thermoelasticity. The theorem should be contrasted to the theory for general hyperbolic systems in Section 3. Interestingly the example deviates from the workings of the general theory with respect to the function of the concentration measure. For simplicity, from here and on, we set $r=\bar{r}=0$ and denote by $(U, \boldsymbol{\nu}, \boldsymbol{\mu})$ the entropic mv solution
to the system of adiabatic thermoelasticity with associated Young measure $\boldsymbol{\nu}$ and concentration measure $\boldsymbol{\mu} \in \mathcal{M}_{+}$as constructed in Section 5.4.1.

The result is the following:
Theorem 5.6. Suppose that (G), the growth assumptions $\left(\mathrm{a}_{1}\right),\left(\mathrm{a}_{2}\right),\left(\mathrm{a}_{3}\right),\left(\mathrm{a}_{4}\right)$ and hypothesis ( $\mathrm{a}_{5}$ ) hold true. Let $(U, \boldsymbol{\nu}, \boldsymbol{\mu})$ be an entropic measure-valued solution to (5.41), (5.42) subject to the constitutive assumptions (5.1) with $r=0$. Let $\bar{U} \in W^{1, \infty}\left(\overline{Q_{T}}\right)$ be a strong solution to (1.1), (5.39) with $\bar{r}=0$ such that $\bar{U} \in \Gamma_{M, \delta}, \forall(x, t) \in Q_{T}$ for some $M>0$ and $\delta>0$.. Then, if the initial data satisfy $\boldsymbol{\mu}_{0}=0$ and $\boldsymbol{\nu}_{0 x}=\delta_{\bar{U}_{0}}(x)$, it holds $\boldsymbol{\nu}=\delta_{\bar{U}}$ and $U=\bar{U}$ almost everywhere on $Q_{T}$.

Proof. We use the average quantity (5.49) which satisfies the inequality (5.50) in distributions. Let $\left\{\xi_{n}\right\}$ be a sequence of monotone decreasing functions, with $\xi_{n} \geq 0 \forall n \in \mathbb{N}$, converging to the Lipschitz function $\xi$ given by (3.25) as $n \rightarrow \infty$. We multiply the inequality (5.50) by $\varphi(x, \tau):=$ $\xi_{n}(\tau) \in C_{0}^{1}([0, T])$, and get the integral relation

$$
\begin{align*}
\iint \frac{d \xi_{n}}{d \tau} & {\left[\left\langle\boldsymbol{\nu}, I\left(\lambda_{U} \mid \bar{U}\right)\right\rangle d x d \tau+\boldsymbol{\mu}(d x d \tau)\right] \geq } \\
\geq & \left.-\iint \xi_{n}(\tau)\left[-\bar{\theta}_{t}\left\langle\boldsymbol{\nu}, \eta\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right\rangle+\bar{F}_{t}:\left\langle\boldsymbol{\nu}, \Sigma\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right\rangle\right]\right] d x d \tau  \tag{5.51}\\
& -\int \xi_{n}(0)\left[\left\langle\boldsymbol{\nu}, I\left(\lambda_{U_{0}} \mid \bar{U}_{0}\right)\right\rangle d x+\boldsymbol{\mu}_{0}(d x)\right],
\end{align*}
$$

for all $n \in \mathbb{N}$. Passing to the limit as $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0+$, we arrive at

$$
\begin{equation*}
\int\left\langle\boldsymbol{\nu}, I\left(\lambda_{U(t)} \mid \bar{U}(t)\right)\right\rangle d x \leq C \int_{0}^{t} \int\left\langle\boldsymbol{\nu}, I\left(\lambda_{U(\tau)} \mid \bar{U}(\tau)\right)\right\rangle d x d \tau+\int\left[\left\langle\boldsymbol{\nu}, I\left(\lambda_{U_{0}} \mid \bar{U}_{0}\right)\right\rangle d x+\boldsymbol{\mu}_{0}(d x)\right] . \tag{5.52}
\end{equation*}
$$

Indeed, the above estimate holds true because $\boldsymbol{\mu} \geq 0$ and $\left|\eta\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right| \leq C I\left(\lambda_{U} \mid \bar{U}\right)$ and $\left|\Sigma\left(\lambda_{F}, \lambda_{\theta} \mid \bar{F}, \bar{\theta}\right)\right| \leq C I\left(\lambda_{U} \mid \bar{U}\right)$. by Lemma 5.2 since $\bar{U} \in \Gamma_{M, \delta}, \forall(x, t) \in Q_{T}$ and ( $\mathrm{a}_{1}$ ), ( $\mathrm{a}_{2}$ ) and ( $\mathrm{a}_{3}$ ) are satisfied under the constitutive theory (5.1). For data with $\boldsymbol{\mu}_{0}=0$, applying Gronwall's inequality we conclude

$$
\begin{equation*}
\int\left\langle\boldsymbol{\nu}, I\left(\lambda_{U(t)} \mid \bar{U}(t)\right)\right\rangle d x \leq e^{C t} \int\left\langle\boldsymbol{\nu}, I\left(\lambda_{U_{0}} \mid \bar{U}_{0}\right)\right\rangle d x \tag{5.53}
\end{equation*}
$$

The proof follows easily by (5.22).
Remark 5.7. We conclude with remarks concerning the current status of such theorems in Eulerian coordinates. As already noted in [9], relative entropy calculations are available in Eulerian coordinates. A new difficulty arises, even for the definition of measure-valued solutions, when attempting to represent the weak limits of fluxes under the available energy estimates. Assumptions like ( $\mathrm{a}_{2}$ ) or $\left(a_{4}\right)$ although valid for the Lagrangian fluxes are violated for the Eulerian fluxes. A technique
to overcome this difficulty using the recess function to represent the concentration measures works well for isothermal systems, see [3], [19]. For non-isothermal systems, a remedy is to substitute the notion of entropic measure-valued solution by the notion of dissipative solutions, which is based on an integrated (in space) form of the energy identity thus avoiding to represent the fluxes, see the recent work [4] concerning the system of gas dynamics in Eulerian coordinates.

## A Useful Lemmas

Here, we adapt an idea from [11] which leads to useful bounds for the relative entropy and the relative stress when $\bar{u}$ is restricted to take values in $B_{M}$ under the growth restrictions ( $\mathrm{A}_{1}$ ), ( $\mathrm{A}_{2}$ ) and $\left(\mathrm{A}_{3}\right)$ on the constitutive functions $\eta(u), F_{\alpha}(u)$ and $A(u)$. These bounds have been used to establish the uniqueness results of Section 3 and also to interpret the relative entropy as a "distance formula".

Using (2.12), (2.15) the relative entropy is expressed in two forms:

$$
\begin{align*}
\eta(u \mid \bar{u}) & \doteq \eta(u)-\eta(\bar{u})-G(\bar{u}) \cdot(A(u)-A(\bar{u})) \\
& =H(A(u))-H(A(\bar{u}))-\left(\nabla_{v} H\right)(A(\bar{u}))(A(u)-A(\bar{u})) .  \tag{A.1}\\
& \doteq H(A(u) \mid A(\bar{u})) .
\end{align*}
$$

As $H(v)$ is uniformly convex on compact subsets of $\mathbb{R}^{n}$, it follows

$$
\eta(u \mid \bar{u})>0 \quad \text { for } u, \bar{u} \in \mathbb{R}^{n}, u \neq \bar{u}
$$

with $\eta(u \mid \bar{u})=0$ if and only if $A(u)=A(\bar{u})$ and, by $\left(\mathrm{H}_{1}\right)$, if and only if $u=\bar{u}$.
Lemma A.1. Let $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{3}\right)$ and the growth assumptions $\left(\mathrm{A}_{1}\right),\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{3}\right)$ be satisfied, and let $\bar{u} \in B_{M}$. There exists $R>M$ and constants $c_{1}, c_{2}>0$ depending on $M$ such that

$$
\eta(u \mid \bar{u}) \geq \begin{cases}c_{1}|A(u)-A(\bar{u})|^{2} & |u| \leq R,|\bar{u}| \leq M  \tag{A.2}\\ c_{2} \eta(u) & |u| \geq R,|\bar{u}| \leq M\end{cases}
$$

Moreover, there exists a constant $C_{3}$ depending on $M$ such that for each $\alpha=1, \ldots, d$

$$
\begin{equation*}
\left|F_{\alpha}(u \mid \bar{u})\right| \leq C_{3} \eta(u \mid \bar{u}) \quad \text { for } u \in \mathbb{R}^{n}, \bar{u} \in B_{M} . \tag{A.3}
\end{equation*}
$$

Proof. Observe that (A.1) gives

$$
\begin{aligned}
\eta(u \mid \bar{u}) & =\eta(u)-\eta(\bar{u})-G(\bar{u}) \cdot(A(u)-A(\bar{u})) \\
& \geq \eta(u)-C_{1}-C_{2}|A(u)| \quad \text { for } \bar{u} \in B_{M} .
\end{aligned}
$$

Using successively $\left(\mathrm{A}_{3}\right)$ and $\left(\mathrm{A}_{1}\right)$ we select $R>M$ sufficiently large so that

$$
\left\{\begin{align*}
|A(u)| & \leq \frac{1}{2 C_{2}} \eta(u) & |u| \geq R  \tag{A.4}\\
4 C_{1} & \leq \eta(u) &
\end{align*}\right.
$$

Then

$$
\eta(u \mid \bar{u}) \geq \frac{1}{4} \eta(u) \quad \text { for }|u| \geq R, \bar{u} \in B_{M}
$$

On the complementary interval $|u| \leq R, \bar{u} \in B_{M}$, we employ (A.1) $)_{2}$. Hypothesis ( $\mathrm{H}_{3}$ ) states that $H(v)$ is uniformly convex on compact subsets of $\mathbb{R}^{n}$, hence

$$
\begin{equation*}
c|A(u)-A(\bar{u})|^{2} \leq \eta(u \mid \bar{u}) \leq C|A(u)-A(\bar{u})|^{2} \quad \text { for }|u| \leq R, \tag{A.5}
\end{equation*}
$$

since $\bar{u} \in B_{M} \subset B_{R}$, where

$$
c=\inf _{|x| \leq R}\left(\nabla_{v}^{2} H\right)(A(x))>0, \quad C=\sup _{|x| \leq R}\left(\nabla_{v}^{2} H\right)(A(x)),
$$

and (A.2) follows. Let us also note that on account of $\left(\mathrm{H}_{1}\right)$ there are constants $\bar{c}$ and $\bar{C}$ such that

$$
\begin{equation*}
\bar{c}|u-\bar{u}|^{2} \leq \eta(u \mid \bar{u}) \leq \bar{C}|u-\bar{u}|^{2} \quad \text { for }|u| \leq R, \bar{u} \in B_{M} \subset B_{R} \tag{A.6}
\end{equation*}
$$

Indeed this follows easily using the mean value theorem,

$$
A(u)-A(\bar{u})=\left(\int_{0}^{1} \nabla A(t u+(1-t) \bar{u}) d t\right)(u-\bar{u})=\nabla A\left(t^{*} u+\left(1-t^{*}\right) \bar{u}\right)(u-\bar{u})
$$

for $u, \bar{u} \in B_{R}$ and the invertibility of $\nabla A(u)$.
Coming next to the proof of (A.3), observe that (2.19) is estimated for $\bar{u} \in B_{M}$ as follows:

$$
\begin{aligned}
\left|F_{\alpha}(u \mid \bar{u})\right| & =\left|F_{\alpha}(u)-F_{\alpha}(\bar{u})-\nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u}))\right| \\
& \leq\left|F_{\alpha}(u)\right|+K_{1}|A(u)|+K_{2}
\end{aligned}
$$

In view of ( $\mathrm{A}_{2}$ ) and for $R$ as selected in (A.4) we have

$$
\left|F_{\alpha}(u \mid \bar{u})\right| \leq K_{3} \eta(u) \quad \text { for }|u| \geq R, \bar{u} \in B_{M} .
$$

On the complementary region

$$
\begin{aligned}
& \left.\left|F_{\alpha}(u \mid \bar{u})\right| \leq \mid F_{\alpha}(u)-F_{\alpha}(\bar{u})-\nabla F_{\alpha}(\bar{u})(u-\bar{u})\right) \mid \\
& \quad+\left|\nabla F_{\alpha}(\bar{u}) \nabla A(\bar{u})^{-1}(A(u)-A(\bar{u})-\nabla A(\bar{u})(u-\bar{u}))\right| \\
& \leq K_{4}|A(u)-A(\bar{u})|^{2} \quad \text { for }|u| \leq R, \bar{u} \in B_{M},
\end{aligned}
$$

and we conclude via (A.2) that (A.3) holds.

There is also a variant of Lemma A. 1 that indicates the relation of $\eta(u \mid \bar{u})$ to a norm for $\bar{u} \in B_{M}$.
Lemma A.2. Under the hypotheses of Lemma $A .1$, one may select $R>M+1$ and constants $\bar{c}_{1}$, $\bar{c}_{2}$ depending on $M$ so that

$$
\eta(u \mid \bar{u}) \geq \begin{cases}c_{1}|u-\bar{u}|^{2} & |u| \leq R,|\bar{u}| \leq M  \tag{A.7}\\ c_{2}|u-\bar{u}|^{p} & |u| \geq R,|\bar{u}| \leq M\end{cases}
$$

Proof. The proof proceeds as in Lemma A. 1 up to the point of selecting $R>M$ using formula (A.4) such that

$$
\eta(u \mid \bar{u}) \geq \frac{1}{4} \eta(u) \quad \text { for }|u| \geq R, \bar{u} \in B_{M}
$$

By Hypothesis $\left(\mathrm{A}_{1}\right)$, we may select $R$ so that

$$
\eta(u) \geq \frac{\beta_{1}}{2}|u|^{p} \quad \text { for }|u| \geq R
$$

In addition, we select $R$ even larger (if necessary) so that for $\bar{u} \in B_{M}$ and any $|u| \geq R$

$$
\frac{|u-\bar{u}|^{p}}{|u|^{p}} \leq\left(1+\frac{M}{|u|}\right)^{p} \leq 2
$$

Combining we conclude

$$
\eta(u \mid \bar{u}) \geq \frac{1}{4} \eta(u) \geq \frac{\beta_{1}}{8}|u|^{p} \geq \frac{\beta_{1}}{16}|u-\bar{u}|^{p} \quad|u| \geq R, \bar{u} \in B_{M}
$$

On the complementary interval $|u| \leq R, \bar{u} \in B_{M}$, we have as in Lemma A. 1

$$
\eta(u \mid \bar{u}) \geq c|A(u)-A(\bar{u})|^{2} \quad \text { for }|u| \leq R, \bar{u} \in B_{M}
$$

where $c=\inf _{|x| \leq R}\left(\nabla_{v}^{2} H\right)(A(x))>0$. Using the mean value theorem we have for $u, \bar{u} \in B_{R}$

$$
A(u)-A(\bar{u})=\left(\int_{0}^{1} \nabla A(t u+(1-t) \bar{u}) d t\right)(u-\bar{u})=\nabla A\left(t^{*} u+\left(1-t^{*}\right) \bar{u}\right)(u-\bar{u})
$$

and by $\left(\mathrm{H}_{1}\right)$,

$$
|u-\bar{u}|=\left|\nabla A\left(t^{*} u+\left(1-t^{*}\right) \bar{u}\right)^{-1}(A(u)-A(\bar{u}))\right| \leq C^{*}|A(u)-A(\bar{u})|
$$

what completes the proof of (A.7).
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