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#### Abstract

Real solving of univariate polynomials is a fundamental problem with several important applications. This paper focuses on the efficient and generic black-box implementations of state-of-the-art algorithms for isolating all real roots of polynomials with integer coefficients, motivated by geometric applications and the recent need to develop software that handles exactly complex geometric objects, particularly in the case of the CGAL library. We summarize a large set of experimental results from cross-benchmarking three univariate algebraic kernels developed at the GALAAD group at INRIA, MPI-Saarbrücken, and the VEGAS group at LORIA. We have tested 6 solvers from the INRIA kernel, which are based on Sturm sequences, symbolic-numeric methods, and Continued Fractions (CF); two solvers from the MPI kernel, namely Descartes and Bitstream Descartes; and one solver from the LORIA kernel, relying on the Descartes-based RS solver developed at the SALSA group of INRIA. We used a total of 5000 polynomials of 5 types and various degrees and bitsizes, distributed in 150 datasets. The CF family of solvers, Descartes, Bitstream Descartes, and RS are numerically and combinatorially robust, i.e. they always provide the correct results. With respect to speed, the results are not decisive in most cases; overall, two CF methods seem faster, even though currently they do not use symbolic-numeric techniques, while for very large bitsizes Bitstream Descartes and RS seem more efficient, provided the degree is not very high. For polynomials of degree up to 4 and moderate bitsize, special algorithms give better results. It is important to note that the implementations of the theoretically exact methods are complete, efficient and they always provided correct results throughout this extensive benchmarking process. Lastly, we comment on the different


[^0]programming design approaches adopted by the different kernels, including the degree of interoperability between different algorithmic components, as well as arithmetic data types.
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## 1 Introduction

Real solving of univariate polynomials is a fundamental algebraic question with several important applications. This paper focuses on the efficient and generic implementations of state-of-the-art algorithms for isolating all real roots of polynomials with integer coefficients, motivated by geometric applications and the recent need to develop software that handles exactly complex geometric objects, particularly in the case of the CGAL ${ }^{1}$ library. We summarize the results of extensive cross-benchmarks for three univariate algebraic kernels (see Section 3, $[9,12,14,16]$ ) developed at the GALAAD group at INRIA, MPI-Saarbrücken, and the VEGAS group at LORIA. All tables and graphs produced during the benchmarks are available through
http://acs.cs.rug.nl/index.php?page=p_benchmarks.
Previous work includes [13] which describes benchmarks between a Sturm-sequence based solver developed within ACS ${ }^{2}$, and MPI's solvers Descartes and Bitstream Descartes. The major conclusion for real root isolation was that for degrees $\geq 20$ the latter are faster or much faster. For smaller degrees, all methods are comparable.

We tested 9 methods on 5000 polynomials distributed in 150 datasets ( 250000 solve calls, over 50 h total runtime). We used 5 different types of polynomials of degrees between 3 and 184 and bitsizes between 10 and 8000 , see Section 4. To the best of our knowledge, this is the largest number of tests for univariate real solving up to date.

The CF family of solvers, Descartes, Bitstream Descartes, and RS are numerically and combinatorially robust, i.e. they always provide the correct results. With respect to speed, the results are not decisive in most cases. Overall, two CF methods, namely CF and NCF2 seem faster, while for very large bitsizes Bitstream Descartes and RS seem more efficient, provided the degree is not very high (see Section 5, Figure 3). For polynomials of degree up to 4 and moderate bitsize, special algorithms give better results as expected from their theoretical compexity, see Figure 4. It is important to note that the implementations of the theoretically exact methods are complete, efficient and they never provided wrong results throughout this extensive benchmarking procedure. We comment on the different programming design approaches adopted by the different kernels, including the degree of interoperability between different algorithmic components, as well as arithmetic data types, see Section 3.

Our results are useful for validating various algorithmic approaches to the fundamental problem of real solving, as well as for evaluating different implementation strategies of algebraic operations aimed at supporting robust and efficient computing in a wide range of applications.

In what follows $O_{B}$ means bit complexity and the $\widetilde{O}_{B}$-notation means that we are ignoring logarithmic factors. Moreover, $d$ will be the degree of the polynomials and $\tau$ the maximum coefficient bitsize.

[^1]The rest of the paper is structured as follows. In Section 2 we describe the setup of the benchmarks. Section 3 describes the methods we tested. Section 4 describes the datasets we used. Section 5 presents the results of the benchmarks. In Section 6 we present the conclusions of the cross-benchmarking process for the univariate solvers. Finally, Appendix A contains additional plots produced by the benchmarks and in Appendix B we provide tables showing the best method for various combinations of polynomial type, degree and bisize.

## 2 Benchmark setup

We used for the benchmarks a 32 -bit Pentium III with 256MB RAM. All compilations were done using the optimization flags -03 and -DNDEBUG. We used the internal release 271 of CGAL (released 03-Apr-2008), as well as the software libraries GMP ${ }^{3}$ (version 4.2) and NTL ${ }^{4}$ (version 5.4.1). The compiler used was $\mathrm{g}^{++}$version 4.1.2, on a Debian etch Linux platform.

We measured the time needed by a method to isolate all the real roots of a polynomial, using the clock() function of the ctime library (measurements are in msec). In case a method takes more than 30 seconds for some instance, we ignore the measurement. The average over all polynomials in each dataset is reported. For instances that took less than 1 msec , we reported the average time over a number of iterations to exceed 1 msec total time in order to reduce noise.

## 3 Real Root Isolation methods

An algebraic kernel, see [2], consists of three major components.

1. Polynomials and basic operations. (gcd, square free factorization etc.)
2. Isolation which is the core of the functor Solve_1.
3. Representation of algebraic real roots, comparison of algebraic reals, approximation refinement.

Although the benchmarking was only concerned for univariate real root isolation, we implicitly tested the implementation of square free factorization and real algebraic numbers. The real root isolation methods we tested are part of the Algebraic Kernels developed in INRIA, MPI and LORIA. The INRIA Algebraic Kernel is available through mathemagix ${ }^{5}$. The MPI and LORIA Algebraic Kernels are available through the CGAL's svn server.

The algebraic kernel by INRIA relies on SYNAPS ${ }^{6}$, which in turn is now been integrated in mathemagix. It is an open source effort that provides fundamental algebraic operations such as algebraic number manipulation tools, different types of univariate and multivariate

[^2]polynomial root solvers, resultant and gcd computations, etc. The main motivation behind this project, is the need to combine symbolic and numeric computations, which is ubiquitous in many problems. We refer the reader to [15] for more details. A notable comment about the polynomial solvers in this library is that they exploit specialized algorithms for polynomials of degree up to 4 , that have constant arithmetic complexity, i.e. $O(1)$, and bit-complexity $\widetilde{O}_{B}(\tau)$, where $\tau$ is the coefficient bitsize. The algorithms are based on pre-computed Sturm sequences and they compute rational points that isolate the real roots, as functions in the coefficients of the polynomial. We refer the reader to [7, 17] for more details. In particular, the Sturm, Sleeve, Symbnum and CF solvers (see below), use the specialized algorithms for real solving polynomials of degree $\leq 4$. Hereafter, we refer to this algorithm as IDS (Isolation and Discrimination Systems).

The algebraic kernel provided by the MPI has been designed such that exploits genericity for real root isolation methods and the way the algebraic real roots are represented, that is, the kernel has two template arguments. This is the principal advantage of the MPI kernel, since it can potentially combine the best root isolator with the best representation of algebraic reals due to its generic design. In the context of this paper the most important template argument is the first, namely the root isolator. For more details as well as the exact definition of the root isolator concept see [12]. Up to date the MPI has provided two classes that are models of the root isolator concept, the Descartesand the Bitstream Descartes. However, in principal the MPI kernel could use any root isolation method presented here as long as it provides the proper interface. Moreover, it is not restricted to a certain coefficient type since this is implicitly defined by the given root isolator.

## Description of the methods

Sturm A subdivision method based on Sturm's theorem. In order to isolate the real roots, the algorithm employs polynomial remainder sequences as a real root counting query. The polynomial remainder sequence is evaluated at the endpoints of the interval at question, to determine if a root is isolated in the given interval. The complexity of the algorithm is $\widetilde{O}_{B}\left(d^{6}+d^{4} \tau^{2}\right)$. See $[4,9]$ and references therein. In general, it is expected to be the slowest method. We use it more as a reference, than actually comparing it in a competitive way.

Sleeve An approximate real root isolation method that is based on computing an "upper" and "lower" (i.e. a sleeve) approximation of the polynomial. A Descartes-like subdivision algorithm is applied to the sleeve. The approximation is refined, if possible, until the machine precision is reached. The isolating intervals, that the algorithm returns, may contain more than one real root. In some cases we can certify the result using a sign test with the first derivative and interval arithmetic.

CF family There are three variants of the Continued Fractions (CF) algorithms tested. The algorithm computes the continued fractions expansion of the real roots of the polynomial
and then computes an isolating interval with rational end-points for each root, as described in [18]. The algorithm's complexity is $\widetilde{O}_{B}\left(d^{6}+d^{4} \tau^{2}\right)$.

NCF is based on the same algorithm, but the implementation employs the NTL library for square free factorization and factorization over the integers. Integer arithmetic in NTL is based on GMP, which is used through a SYNAPS-NTL conversions interface, see [11].

The difference between NCF and NCF2 is that NCF2 employs square free factorization, but not factorization over the integers. We have to note that the current implementation of these methods uses only exact arithmetic and does not exploit approximation techniques.

Symbnum It is an experimental symbolic-numeric algorithm, which is a combination of the Sleeve and the Continued Fraction algorithm. Initially the Sleeve algorithm runs and produces some intervals, that may contain more than one real root. In the sequel, using exact arithmetic, we compute the continued fractions expansion of the real root(s) that are in the interval, the resulting interval is transformed to $(0,1)$ and the Sleeve algorithm is applied again (possible after scaling the coefficients).

Descartes A real root isolation method based on Descartes's rule of sign. This algorithm has been integrated in CGAL from the NumeriX library of EXACUS and was implemented according to [3]. Given the new tree bound in [5] the complexity of the algorithm is $\widetilde{O}_{B}\left(d^{5} \tau^{2}\right)$.

Bitstream Descartes The coefficients of the polynomial are converted to (potentially infinite) bitstreams. A variant of Descartes's method is used to find isolating intervals for the real roots. The worst case complexity is $\widetilde{O}_{B}\left(d^{5} \tau^{2}\right)$. The advantage of this method is that it is adaptive in the number of bits used, see also [5, 6]. A major advantage of both Descartes implementations is that they are generic with respect to the coefficient type. In particular the Bitstream Descartes is intended to work over algebraic extensions, as it is reported in $[5,6,12]$, for example, it can isolate roots of $f(x, y) \mid x=\alpha$, where $\alpha$ is an algebraic number. This is the actual strength of the Bitstream Descartes.

RS-solver The real root isolation is based on the RS solver ${ }^{7}$ from the SALSA group at INRIA-Rocquencourt, see [14, 16]. The RS solver is based on interval Descartes algorithm, approximating the transformation of $[a, b]$ to $[0$, inf $]$, when this is sufficient for sign determination. The order of the transformations is important for the memory consumption of the method.

## 4 Data description

We used datasets of polynomials with different characteristics, in order to have a picture of the advantages or disadvantages of the solvers in various cases. This work was done within

[^3]the ACS project, thus an increased interest in polynomials derived from geometric problems is evident.
[rnd] are datasets of random polynomials of degree between 3 and 100 and bitsize from 10 to 50 . These polynomials are the easiest to solve among the ones tested.
[bts] Random polynomials are important, since they occur naturally in many problems. Using code for generating polynomials for test files with CGAL, we created the [bts] datasets of degree between 3 and 100 and bitsize in from 2000 to 8000 .
[mgn] datasets contain polynomials of the form $x^{d}-2(k x-1)^{2}$ and degree between 3 and 100 and bitsize from 10 to 50 . These polynomials have two real roots very close each other, and are the most "difficult" polynomials for subdivision-based algorithms.
[int] / [rat]datasets contain polynomials with integer/rational roots. While the choice of roots for the construction of the polynomials is random, there are cases with multiple selections of the same root. (e.g. small bitsize, high degree). The datasets consist of combinations of degree from 3 to 100 and bitsize from 10 to 50 .
[3darr] include univariate polynomials in bff format as described in [1]. The polynomials are motivated by 3D-arrangement problems. Each dataset contains 100 univariate polynomials of bitsize $200,400,600,800,1000,1200,1400,1600,1800$ or 2000 bits and degree 12. The polynomials have several real roots within the interval $[-10,10]$. Each polynomial is the product of six parabolas, where each parabola has at least one root within the interval [ $-10,10$ ]. Consequently, all polynomials have 12 real roots.
[vorell] contains 10 polynomials of degree 184 and bitsize of approximately 3500 bits. These polynomials are obtained from resultants and describe all tritangent circles to three ellipses, see $[8,10]$. The ellipses are given randomly through a Graphical User Interface. The input bitsize of the ellipses is from 11 to 13 bits, while the bitsize of the resultant polynomial ranges from 3100 to 3800 bits.

The [3darr] datasets are available through CGAL's svn server. The [rnd], [int], [rat] and [mgn] datasets are available at http://synaps.inria.fr/bench/upol_root.tgz.

## 5 Results and discussion

Isolation and Discrimination Systems Methods using Isolation and Discrimination Systems have an advantage in cases of degree up to 4 and small to moderate bitsize, but are outperformed by Descartes and Bitstream Descartes for bitsizes over a threshold ( 2000 bits). This is expected, since the Isolation and Discrimination Systems are bitsize sensitive. The low theoretical complexity of special algorithms for polynomials of degree up to 4 is consistent with the benchmark results, see Figure 4.

## Random polynomials

[rnd] Sleeve and Symbnum are close to NCF2 and faster than all other methods on polynomials of degree 100 and bitsize up to 50 . The randomness of the coefficients is in favor of these approximation methods. NCF2 is the most effective method. RS, Descartes and

Bitstream Descartes are outperformed by NCF2, CF and the two approximation methods. Due to factorization over the integers, NCF is affected by the bitsize increase.

Figure 1: [bts]Random polynomials of degree 50 and big bitsize

[bts] When the bitsize is over 4000, Descartes and Bitstream Descartes are performing better than the rest of the methods provided that the degree is up to 10 . While the degree increases, NCF2 and RS are faster. For bitsize 8000 bits and degree 50, Bitstream Descartes is equivalent to CF, while for bitsize 2000 bits CF is faster than Bitstream Descartes. See Figure 1.

In any case, NCF2 and RS are faster than Bitstream Descartes for degrees higher than 10. The break-even point for RS and NCF2 for degree 50 is 6000 bits. For bitsizes bigger than that, RS is faster than NCF2.

Bitstream Descartes is not affected by bitsize increase. For polynomials of degree 100 and bitsize from 2000 to 8000 bits, Bitstream Descartes shows no change in performance. While the degree of the polynomial increases, Bitstream Descartes requires more bits due to internal bounds that depend on the degree. The constant overhead is big in the case of high degrees, thus up to 8000 bits Bitstream Descartes is not better than NCF2 or RS. This result is consistent with the results in [14].

Polynomials with integer or rational roots All methods accept a flag to determine whether a polynomial is known to be square-free. The [int] and [rat] sets, contain both square-free and non square free polynomials, thus the methods were called asking for multiplicities. This means that implicitly, we are timing square-free factorization as well. The degree increase is affecting the square free factorization and influences the time measured. By the time of the benchmarks the MPI kernel did not employ modular arithmetic
to compute the GCD during square-free factorization ${ }^{8}$, this caused a serious drawback. Hence, it was not possible to compare Descartes and Bitstream Descartes with respect to the other methods based on these results. The fact that these sets (especially [int]) have many polynomials with multiple roots gives an advantage to the mathemagix methods, which use the NTL library for factorization. Therefore, NCF and NCF2 are equivalent and clearly the fastest methods. The LORIA kernel implements its own modular gcd. This may explain why RS is in all cases in between of the two groups, slower than NCF and NCF2, but faster than the rest of the methods, see Figure 5.

Every method has similar behavior for [int] and the respective [rat] cases.
Mignotte polynomials The [mgn] polynomials are the most difficult to solve among the polynomials tested. In some cases, especially when the bitsize was big, approximation methods (Sleeve and Symbnum), failed to isolate the roots correctly, providing only 3 roots instead of 4 . Even for moderate degrees, only methods based on Continued Fractions are capable of solving Mignotte polynomials. For example, the times are not even comparable for [mgn] of degree 30, as shown in Figure 2.

RS is considerably slow in [mgn]. The problem is due to the high memory consumption of the algorithm. In cases of degree higher than 30 the method would run out of memory.

Figure 2: [mgn] Mingotte polynomials of degree 30


Geometric problems The [3darr] polynomials have relatively big bitsize and we can observe the break-even point of Bitstream Descartes. For small bitsizes the CF family methods perform considerably better. Bitstream Descartes outperforms Descartes and the CF-family for bitsizes bigger than 1200. This observation is consistent with the results

[^4]presented in [12]. RS is the most effective method for bitsizes over 600 bits. The behavior of the method is very good in this set, since it is fast enough for polynomials of bitsize lower than 600 , and the fastest one for bitsizes over this threshold. The bitsize increase has less effect on Bitstream Descartes and RS than on CF, NCF2 and Descartes. See Figure 3. The low degree (in this case 12) is in favor of Bitstream Descartes for high bitsizes. Moreover, NCF due to the factorization over the integers is slower than CF and NCF2 in the datasets of big bitsizes.

Figure 3: [3darr] Polynomials of degree 12, derived from 3D arrangement problems


The [vorell] dataset contains polynomials having the highest degree of all the polynomials tested. Moreover, the bitsize is considerably high (approx. 3500 bits). The fastest methods in this case are Sleeve and Symbnum. Since the polynomials are random, the approximation suffices for the root isolation. NCF2 is very close to these methods. NCF and Descartes are equivalent, while Bitstream Descartes is not competitive. The degree of these polynomials slows down Bitstream Descartes, while NCF's factorization is slow due to the bitsize. RS is equivalent to CF, which are better than NCF and Descartes, but worse than NCF2 and the approximation methods.

## 6 Conclusions

From the general picture of the benchmarks, it is clear that there is no "best method" overall. Depending on the characteristics of the problem the performance of any method may change. A remarkable observation is that the implementations of the theoretically exact methods are complete, efficient and they never provided wrong results throughout this extensive benchmarking procedure.

In this paper we summarized the performance of the univariate solvers in several typical problem cases. Tables showing the method with the best performance for [rnd]/[bts], [int] and [mgn] are presented in Figure 6, Figure 7 and Figure 8 respectively.

Robustness In terms of robustness, the CF-family, Descartes, Bitstream Descartes and RS never failed to provide the correct result (considering the number of roots returned). In some cases though, CF, Descartes or Bitstream Descartes may need too much time to finish. Nevertheless, given the time, they would finish by isolating all real roots. The implementations of these methods comply with their theoretic exactness.

The sets that produced the most problems in approximation methods are [mgn]. The usage of inexact types leads to false results, since the roots are too close to be isolated correctly.

Performance The Sleeve method is very effective in small problems, where an approximation is able to isolate the roots correctly. Even for [mgn], which is the most difficult case for approximation methods. When it comes to higher degrees and bitsizes, it is either much slower than the other methods or fails to isolate all the real roots correctly. Nevertheless, for random polynomials of moderate bitsize approximation methods perform well.

In the case of [3darr] and [bts] not even approximation methods failed to isolate the roots. As long as the degree is low and the roots are well separated, the bitsize does not cause approximation methods to fail in isolating all roots, or exact methods to exceed the time limit.

The difficulty of root isolation, as shown in [mgn], is due to the separation bound and not to the coefficient bitsize. It is clear that Continued Fractions based methods always provide the correct result much faster than any other method in cases of small separation bound.

Summary Overall one can say that for nearly all instances the CF and the NCF2 solvers are among the best methods, even though the current implementation uses only exact arithmetic and does not exploit symbolic-numeric techniques that would speed up their performance even more. The only exceptions are cases of polynomials having simultaneously low degree and high bitsize, as shown in the tables in Appendix B. In these cases Bitstream Descartes or RS show a better performance, where RS is slightly more effected by the bitsize than the Bitstream Descartes. Bitstream Descartes is able to handle coefficient types other than integers (rationals), e.g. coefficients from algebraic extensions. Currently is the only method recommended for non rational coefficient types.

Future Work Given the advantages of the bitstream method for huge bit sizes as well as the advantages of the methods based on Continued Fractions for small separation bound, it might be worth trying to exploit the bitstream idea in the context of CF methods. Moreover, it should be possible to improve the performance of the symbolic-numeric techniques which can serve as a filter for all exact methods presented here.
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## A Plots

Figure 4: [rnd]Random polynomials of degree 3.We observe the IDS behaviour.


Figure 5: [int]Polynomials of degree 30 with integer roots.


## B Best performance tables

In the following tables we present the fastest solver for each combination of polynomial type, degree and bitsize tested. The legend gives the correspondance of the abbreviations used in the tables and the names of the methods as described in Section 3.

Table 1: Legend
SN Symbnum
CF CF
NCF NCF
NCF2 NCF2
CFF CF Family
IDS Isolation and Discrimination Systems
BD Bitstream Descartes
RS RS Solver
n/a Not decisive

Figure 6: Best methods for random polynomials


Figure 7: Best methods for polynomials with integer roots


Figure 8: Best methods for Mignotte polynomials

| $\frac{\stackrel{y}{3}}{\frac{2}{0}}$ | Degree |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3 | 5 | 10 | 30 | 50 |
|  | $\begin{aligned} & 10 \\ & 20 \\ & 30 \\ & 40 \\ & 50 \end{aligned}$ | ๕ | N |  |  |  |
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