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0. Introduction

In this paper we consider finite volume schemes approximating the viscosity
solution of the Hamilton–Jacobi equation

(0.1)
ut + H(Du) = 0 in R

N × (0,∞),

u = u0 on R
N × {0},

where the HamiltonianH ∈ C0,1(RN ), the space of Lipschitz continuous
functions inR

N , andu0 ∈ BUC(RN ), the space of bounded and uniformly
continuous functions onRN .

A few comments about viscosity solutions are in order here. The class of
viscosity solutions, which was introduced by Crandall and Lions in [CL1], is
the “correct class” of weak solutions for Hamilton–Jacobi equations as well
as fully nonlinear possibly degenerate second order elliptic and parabolic
pde. We refer to the book of Barles [B] and the “User’s Guide” of Crandall,
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Ishii and Lions [CIL] for a general overview of the scope of the theory and
some of its applications.

We consider two different classes of finite volume schemes namely the
co-volume and the edge-centered schemes. In both cases the mesh consists
of triangles. In the case of co-volume schemes the approximating solution
belongs to the space of continuous piecewise linear functions (the standard
P1 finite element space), while in the case of the edge-centered schemes it
belongs to the space of piecewise linear functions which are continuous at
the midpoints of the triangles (the Crouzeix-Raviart space [CR]).

Both schemes are shown to be consistent and monotone. The general
theory of Barles and Souganidis [BaS] (see also Crandall and Lions [CL2]
and Souganidis [S]) provides the uniform convergence of the approximation
as well as an error estimate. In particular we show here that ifuh is the
approximating solution,h being the mesh size, then, ash → 0,

(0.2) uh → u uniformly in R
N × [0, T ].

Moreover, ifu0 ∈ C0,1(RN ) ∩ BUC(RN ), then, for there existsC > 0
such that

(0.3) ‖u − uh‖L∞ ≤ Ch1/2.

A different class of schemes defined on triangular meshes for (0.1) is
proposed and analyzed by Abgrall [A]. The schemes of [A], however, do
not appear to be easily extendable to second-order problems, as opposed,
for example, to the results in [Ch], where a detailed study of various finite
volume methods for linear second order problems is presented. Finite vol-
umes are widely used in the numerical approximation of conservation laws,
cf. e.g. [CCL] and the references therein. Co-volume methods for mean cur-
vature equations were studied in [W]. Finally we refer to [KMS] where we
consider finite volume schemes to second-order fully nonlinear problems.

The paper is organized as follows: In Sect. 1 we introduce the necessary
notation, define the schemes, and state our results. In Sect. 2 we recall the
abstract framework of [BaS] which is used to prove the convergence and the
error estimates. In Sect. 3 we prove our results showing that the schemes
under consideration satisfy the assumptions of the convergence result stated
in Sect. 2. To simplify the presentation throughout the paper we only consider
the caseN = 2.

1. Preliminaries

We consider triangulationsTh of R
2 into nonoverlapping, nonempty, open

trianglesT , with diameterhT , such thatR2 =
⋃

T∈Th

T . We assume thatTh
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satisfy the following conditions:

(1.1)



(i) Intersecting triangles have either a common vertex
or a common edge.

(ii) No more thanµ triangles have a common vertex.

(iii) h = supT∈Th
hT < 1,

and

(iv) Th is regular, i.e., there exists a constantγ indepen-
dent ofh such that ifρT is the diameter of the largest
ball B ⊂ T, then, for allT ∈ Th,
hT ≤ γρT .

The last assumption implies that ife is a face of the triangleT , then
(i) the lengthm(e) of the sidee andhT are comparable,
(ii) the angles of the triangles are no smaller thanθ0 > 0 (minimal angle

condition), and
(iii) neighboring trianglesT with T ′, T ∩ T ′ 6= ∅ have comparable

area, i.e., there exist positive constantsc1, c2 such thatc1m(T ′) ≤ m(T ) ≤
m(T ′)c2, wherem(T ) denotes the area of the triangleT .

1.1. Co-volume discretization

Given a triangulationTh we construct a dual (non-triangular mesh) with ver-
tices the circumcenters of the triangles and edges joining the circumcenters
of triangles that have adjacent sides. We associate to each vertexA ∈ Vh,
the set of all the vertices of the triangulation, the co-volumeVA bounded by
the edges of the dual mesh (see Fig. 1). We denote byA`, 1 < ` ≤ µA, the
vertices of the triangles different from the common oneA enumerated in the
counterclockwise direction, and byeA`

the line segment joiningA andA`

and bye⊥
A`

the edge ofVA that intersects perpendicularlyeA`
. The triangle

A .

.

.

.

.
.

.

.

eAl

Al+1

. TAl

eAl
Al

Fig. 1. The volumeVA
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Fig. 2. The unit vectorŝαA,` andα̂A,`+1

with verticesA, A`, A`+1 is denoted byTA,`, and the angle betweeneA`
,

eA`+1 by θA,`. We also use the notation̂αA,` for the unit vector alongeA`

directed towardsA` and the notation̂α⊥
A,` for the unit vector obtained by

rotatingα̂A,` counterclockwise 90◦ (see Fig. 2). The part ofe⊥
A`

that lies in

TA,`−1 is denoted bye⊥,−
A`

and the one that lies inTA,` is denoted bye⊥,+
A`

.
Finally bA`

is the line segment joiningA and the vertex ofVA that lies in
TA,`.

We construct approximationsun
h ≈ u( · , tn), of the viscosity solutionu,

where{tn : n = 0, 1, . . . , N}, is a given partition of[0, T ] with (constant)
time stepτ = tn+1 − tn. Our construction can be easily generalized to
nonuniform time steps. The approximating functionun

h lies in the space of
continuous piecewise linear functions defined onTh , i.e.,

un
h ∈ Sh = {ϕ ∈ C(R2) : ϕ|T ∈ P1(T ) for T ∈ Th}.

Next we present a formal argument to motivate the choice of the scheme.
In particular we add a small diffusion term to the Hamilton–Jacobi equation,
integrate over the co-volumeVA and replace the time derivative by a first-
order Euler approximation. We obtain

(1.2)

1
τ

∫
VA

(u(tn+1) − u(tn) )dx

+
∫

VA

H(Du(tn) )dx ≈ εh

∫
∂VA

∂u(tn)
∂ν

dS

where we denote byν the outward normal to the boundary∂VA of the
co-volume.

If un
h is the approximating function at timetn, we denote its value atA

by un
A, with un

A = un
h(A) ≈ 1

m(VA)

∫
VA

u(tn)dx. Then (1.2) takes the form

(1.3)
m(VA)

un+1
A − un

A

τ

+
∑

VA∩TA,`

m(TA,` ∩ VA)H(Dun
TA,`

) = εh,A

∫
∂VA

∂un
h

∂ν
dS,
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whereun
TA,`

= un
h

∣∣
TA,`

andDun
TA,`

= Dun
h

∣∣
TA,`

. The diffusion coefficient

εh,A will be defined below. Sinceun
h ∈ Sh, un

h it is uniquely defined by
its values at the vertices of the triangles; so, givenun

h we computeun+1
h by

(1.3).
We may also write the co-volume scheme as

(1.4) un+1
A = un

A − τHA(Dun
TA,1

, . . . , Dun
TA,µA

),

where the discrete HamiltonianHA is given by

(1.5)

HA(DuT n
A,1

, . . . , Dun
TA,µA

)

=
1

m(VA)

∑
TA,`∩VA 6=∅

m(VA ∩ TA,`)H(Dun
TA,`

)

− εh,A

m(VA)

∫
∂VA

∂un
h

∂ν
dS.

The approximate solutionun
h is reconstructed on each triangleT by

interpolating the values at the edges, i.e.,

(1.6)
un

h(x)
∣∣
T

= IT [un
A] ∈ P1(T ),

where IT [un
A](B) = un

B, B ∈ Vh(T ), T ∈ Th,

andVh(T ) denotes the set of the vertices of the triangleT . Finally u0
h can

be selected, e.g., simply by interpolating the initial conditionu0.
Our result is:

Theorem 1. Assume thatH ∈ C0,1(R2), let Th be a triangulation of
R

2 satisfying (1.1) and consider the scheme defined by (1.4) and (1.5).
There exist positive constantsK and CCFL such that ifεh,A = εh(A) =
K max` hTA`

in (1.3) and

(1.7) max
`

τ

m(eA`
)

≤ CCFL,

then for allu0 ∈ BUC(R2), ash → 0 andn → ∞,

sup
A∈Vh, 0≤n≤N

|u(A, tn) − un
h(A)| → 0.

If in additionu0 ∈ C0,1(R2), then there exists a constantC = C(γ, ‖Du0‖,
‖DpH‖) > 0 such that

sup
A∈Vh, 0≤n≤N

|u(A, tn) − un
h(A)| ≤ Ch1/2.
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Fig. 3. The control volume for the edge-centered discretization

Remark 1.1One can obtain explicit bounds forK andCCFL by keeping
track of the constants in the proof of Lemma 3.1 below. An estimate forC
can be found in [CL2] and [S].

Remark 1.2The error estimates in [CL2] and [S] for monotone finite differ-
ence schemes are obtained for locally Lipschitz Hamiltonians. Indeed such
schemes are shown to be Lipschitz continuous since they commute with spa-
tial translations. This is not true in the case at hand. Actually it is typical for
finite volume schemes on unstructured meshes not to commute with spatial
translations. Hence there is no control in general on the numerical gradients.
The special finite volume schemes proposed in [A] are in fact designed to
be intrinsic and therefore to provide control on the numerical gradients.

1.2. Edge-centered discretization

Given a triangleT of Th we denote bye`(T ), ` = 1, 2, 3, the edges of the
triangle and byTe the neighbouring triangle that shares the edgee with
T . The middle points of the edges ofT , Te will be denoted byA` and
Ae

` respectively,̀ = 1, 2, 3, named in the counterclockwise direction. The
common middle points are theA1, Ae

1. The unit normal vectorνe to the
common edge is directed towardsTe. The set consisting of all the middle
points of our triangulation will be denoted byMh and the set of the middle
points of the triangleT by Mh(T ).

We will construct approximationsun
h ≈ u( · , tn), of the viscosity solu-

tionu, where{tn, n = 0, 1, . . . , N}, is a given partition of the time domain
with (constant) time stepτ = tn+1 − tn. The approximating functionun

h
will lie in the spaceh of nonconforming piecewise linear functions defined
onTh introduced in [CR], i.e.,

un
h ∈ Xh = {ϕ : ϕ|T ∈ P1(T ) for T ∈ Th and

ϕ is continuous at everyA ∈ Mh}.
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Adding a small diffusion term to the Hamilton–Jacobi equation and av-
eraging over the union of two neighbouring trianglesT andTe, we are lead
to the following scheme, yielding approximate values of the solution at the
middle pointA1 ≡ Ae

1 of the common edgee of T andTe,

(1.8) un+1
A1

= un
A1

− τgA1(Dun
T , Dun

Te
) ,

where the numerical Hamiltonian is defined

gA1(Dun
T , Dun

Te
) = gA1(Dun

T , Dun
Te

, νe)

= H

(
1

m(T ) + m(Te)
[m(T )Dun

T + m(Te)Dun
Te

]
)

− θh[Dun
Te

− Dun
T ] · νe.(1.9)

The approximate solutionun
h is reconstructed by its values at the middle

points by interpolating

(1.10)
un

h(x)|T = IT [un
A] ∈ P1(T ),

whereIT [un
A](B) = un

B, B ∈ Mh(T ), T ∈ Th.

Also, u0
h can be chosen to be the element ofXh that interpolates the initial

conditionu0 at the midle pointsA ∈ Mh.
Our theorem is:

Theorem 2. Assume thatH ∈ C0,1(R2), u0 ∈ BUC(R2) and letTh be
a triangulation satisfying (1.1). Consider the scheme defined by (1.8) and
(1.9) withθh given by (3.15). If theCFL condition (3.14) holds, then, as
h → 0 andn → ∞,

sup
A∈Mh,0≤n≤N

|u(A, tn) − un
h(A)| → 0.

If, in addition, u0 ∈ C0,1(R2), then there exists a constantC = C(γ,
‖DpH‖L∞ , ‖Du0‖) > 0 such that

sup
A∈Mh,0≤n≤N

|u(A, tn) − un
h(A)| ≤ Ch1/2.

2. An abstract formulation

Here we borrow from [BaS] to present an abstract result which yields, af-
ter checking its assumptions, Theorems 1 and 2. As stated in [BaS] this
result, which applies also to fully nonlinear second-order equations, yields
only local uniform convergence and no error estimates. A straightforward
modification of its proof, however, yields uniform convergence and error
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estimates for Hamilton–Jacobi equations. We refer to [CL2] and [S] where
such results were obtained for finite difference schemes.

For ρ > 0 let S(ρ) : B(RN ) → B(RN ), whereB(D) is the space of
bounded functions defined onD – we useB(RN ) instead ofL∞(RN ) to
point out that no measure theory is involved in this framework – be such
that the following conditions hold:

(2.1) monotonicity, i.e., ifu ≥ v, thenS(ρ)u ≥ S(ρ)v,
(2.2) invariance under translations with constants, i.e.,S(ρ)(u + k) =

S(ρ)u + k, k ∈ R,

and

(2.3) consistency, i.e, for allφ ∈ C∞(RN ),

φ − S(ρ)φ
ρ

→ H(Dφ) asρ → 0.

Given such anS and a positive integerM defineuM : R
N × [0, T ] → R

by
(2.4)

uM (x, t) =


S
(
t − i T

M

)
uM

(
·, i T

M

)
(x), if t ∈

(
i T
M , (i + 1) T

M

]
,

u0(x), if t = 0.

We have:

Theorem 2.1Assume (2.1), (2.2), (2.3) andH ∈ C(RN ),u0 ∈ BUC(RN ).
If u ∈ BUC(RN ×[0, T ]) is the viscosity solution of (1.1), then asM → ∞,

uM → u uniformly on R
N × [0, T ].

To obtain an error estimate, the consistency condition needs to be streng-
thened to

(2.5)
∣∣∣φ − S(ρ)φ

ρ
− H(Dφ)

∣∣∣ ≤ O(ρ(‖Dφ‖ + ‖D2φ‖)).

We have:

Theorem 2.2Assume (2.1), (2.2), (2.5),H ∈ C0,1(RN )andu0 ∈ C0,1(RN )
∩ BUC(RN ). If u ∈ C0,1(RN × [0, T ]) is the viscosity solution of (1.1)
anduM is defined by (2.4), there exists a positive constantC = C(‖Du0‖)
such that

‖uM − u‖∞ ≤ CM−1/2.
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3. The proofs

3.1. Co-volume methods

For τ > 0 we defineS(τ) : B(R2) → B(R2) as follows: Forv ∈ B(R2),
let Ihv ∈ Sh be its piecewise interpolant. ThenS(τ)v is given by applying
the scheme (1.4-6) toIhv over one time step.

The fact thatS satisfies (2.2) is now immediate. In view of the fact (see
[BrS] for example)

||D(Ihϕ − ϕ)|| ≤ Ch‖D2ϕ‖,

and of the stability ofIh in the max norm, it suffices to check (2.5) only at
the vertices. Since

(3.2)
εh

m(VA)

∫
∂VA

p · ν = 0,

the consistency condition (2.5) follows using the fact that, for allp ∈ R
2,

(3.3) HA(p, . . . , p) = H(p).

The monotonicity condition (2.1) follows from the obvious fact thatIh

is monotone and the following lemma:

Lemma 3.1 There exist constantsK and CCFL = C(K, γ, ‖DpH‖L∞)
such that, if
εh(A) = K max` hTA,`

for a sufficiently large constantK and

(3.4) max
`

τ

m(eA`
)

≤ CCFL,

then the scheme defined by (1.4) is monotone, i.e., the function

(3.5) GA(uA, uA1 , . . . uAµA
) = uA − τHA(DuTA,1 , . . . , DuTA,µA

)

is a nondecreasing function of each argument.

Remark 3.1Explicit bounds forK andCCFL can be obtained by keeping
track to the constants in the proof of Lemma 3.1. (See (3.10–12) below.)
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Proof. To prove the claim we need to find the explicit dependence ofGA

onuAj . We begin by expressingDuTA`
in terms ofuAj . We have

(3.6)

(DuTA`
, êj) =

[ 1
1 − (α̂A`

, α̂A`+1)2
(DuTA`

, α̂A`
)

− (α̂A`
, α̂A`+1)

1 − (α̂A`
, α̂A`+1)2

(DuTA`
, α̂A`+1)

]
(α̂A`

, êj)

+
[ 1
1 − (α̂A`

, α̂A`+1)2
(DuTA`

, α̂A`+1)

− (α̂A`
, α̂A`+1)

1 − (α̂A`
, α̂A`+1)2

(DuTA`
, α̂A`

)
]
(α̂A`+1 , êj),

whereê1, ê2 are the standard unit vectors,

(3.7)
(DuTA`

, α̂A`
) =

uA`
− uA

m(eA`
)

and

(DuTA`
, α̂A`+1) =

uA`+1 − uA

m(eA`+1)
.

Also

(3.8)
εh

m(VA)

∫
∂VA

∂uh

∂ν
=

εh

m(VA)

∑
`

uA`
− uA

m(eA`
)

m(e⊥
A`

) .

Using (1.5), (3.7) and (3.8) we obtain

∂

∂uA
GA

= 1 − τ

m(VA)

∑
TA,`∩VA 6=∅

m(VA ∩ TA,`)Hpk
(DuTA,`

)

×
{ 1

1 − (α̂A`
, α̂A`+1)2

[
(α̂A`

, α̂A`+1)
m(eA`+1)

− 1
m(eA`

)

]
(α̂A`

, êk)

+
1

1 − (α̂A`
, α̂A`+1)2

[
(α̂A`

, α̂A`+1)
m(eA`

)
− 1

m(eA`+1)

]
(α̂A`+1 , êk)

}
− τ

m(VA)
εh

∑
`

m(e⊥
A`

)
m(eA`

)
= 1 − B1 − B2,

where we follow the summation convention for the repeated indexk.
Our assumptions on the mesh imply that

(i) m(eA`
) andm(eA`+1) are comparable with a constant independent of

the partition,
(ii) 1 − (α̂A`

, α̂A`+1)
2 ≥ C0 > 0,
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and

(iii) m(e⊥
A`

)/m(eA`
) is bounded from above.

Hence there exist positive constantsK1, K2 independent of the partition
Th such that

|B1| ≤ τ

m(VA)

∑
TA,`∩VA 6=∅

m(VA ∩ TA,`)
C

m(eA`
)
‖DpH‖L∞

≤ K1‖DpH‖L∞ max
`

τ

m(eA`
)
,

and

|B2| ≤ τ

m(VA)
C1εh(A) ≤ max

`

τ

m(eA`
)

1
min` hTA,`

C1εh(A)

≤ K2 K max
`

τ

m(eA`
)
.

It is the last step above where we used the regularity ofTh and the fact that
the viscosity coefficientεh is given by

(3.9) εh(A) = K max
`

hTA,`

Therefore

∂

∂uA
GA ≥ 0

provided that

1 − max
`

τ

m(eA`
)

[
K1‖DpH‖L∞ + K K2

]
≥ 0,

i.e.,

(3.10) max
`

τ

m(eA`
)

≤ 1
K1‖DpH‖L∞ + K K2

.
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We finally compute

∂

∂uA`

GA

= − τ

m(VA)
m(VA ∩ TA,`−1)

×
2∑

k=1

[(α̂A`
, êk) − (α̂A`−1 , α̂A`

)(α̂A`−1 , êk)
m(eA`

)(1 − (α̂A`−1 , α̂A`
)2)

]
Hpk

(DuTA,`−1)

− τ

m(VA)
m(VA ∩ TA,`)

×
2∑

k=1

[(α̂A`
, êk) − (α̂A`+1 , α̂A`

)(α̂A`+1 , êk)
m(eA`

)(1 − (α̂A`+1 , α̂A`
)2)

]
Hpk

(DuTA,`
)

+ εh
τ

m(VA)
m(e⊥

A`
)

m(eA`
)
.

The assumptions on the regularity of the mesh yieldm(e⊥
A`

)/m(eA`
) ≥

C−
0 , therefore, as before, for some constantM independent ofh,

∂

∂uA`

GA ≥ τ

m(VA)

[
εh(A)C−

0 − M max
`

hTA`
‖DpH‖L∞

]
.

In view of (3.9) we see that

∂

∂uA`

GA ≥ 0,

provided

(3.11) K =
M ‖DpH‖L∞

C−
0

.

If (3.11) holds, and

(3.12) max
`

τ

m(eA`
)

≤ 1
‖DpH‖L∞(K1 + K2 M/C−

0 )
,

then (3.10) is also satisfied and the scheme is monotone.ut
The proof of Theorem 1 follows now from Theorems 2.1 and 2.2.
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3.2. Edge-centered schemes

For τ > 0 we defineS(τ) : B(R2) → B(R2) as follows. LetT ′
h be

a dual toTh partition of R
2 consisting of the rectangles that are created

if we connect the vertices of each triangle ofTh with its barycenter and
elliminate the edges of the triangles ofTh. For v ∈ B(R2), let Ĩhv ∈ Xh

be its piecewise interpolant. Let further,vh ∈ Xh to be the function we are
getting by applying the scheme (1.8–9) toĨhv over one time step. SincẽIh

is not monotone, we introduce the interpolantΠh to the set of the piecewise
constant functions onT ′

h, i.e.,

Πhϕ|RM
= ϕ(M), M ∈ Mh, RM ∈ T ′

h.

Note that there is a one-to-one correspondence between the set of the middle
pointsMh of Th and ofT ′

h. Then we setS(τ)v = Πhvh.
The fact thatS satisfies (2.2) is immediate. Since, forx ∈ RM andϕ

smooth,

|H(Dϕ(M)) − H(Dϕ(x))| ≤ Ch‖D2ϕ‖, M ∈ Mh, RM ∈ T ′
h,

it suffices to check (2.5) only at the middle points. But then the consistency
condition with the error estimate (2.5) follows from the observation that, for
all p ∈ R

2,

(3.14) gA(p, p) = H(p),

and the approximation properties ofĨh, (cf. [CR], [BrS]).
The monotonicity ofS follows from the monotonicity ofΠh and the

following lemma.

Lemma 3.2 Assume that all the anglesω of our triangulationTh satisfy
ω ≤ ω0 < π/2 , whereω0 is independent ofh. Chooseθh in (1.9) such that

(3.15) θh(A1) =
‖DP H‖L∞

cos ω0

m(T )
m(T ) + m(Te)

.

If the CFL condition

(3.16) max
e

τ
m(e)
m(Te)

≤ cos ω0

‖DP H‖L∞

is satisfied then the scheme defined (1.8) is monotone, i.e., if, forA1 ∈ Mh,
the function

GA1(uA1 , uA2 , uA3 , uAe
2
, uAe

3
) = uA1 − τgA1(DuT , DuTe)

is a nondecreasing function of each argument.
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Proof. Let {Φ`}3
`=1 and {Φe

`}3
`=1, to be the Lagrange polynomials cor-

responding to{A`}3
`=1 and{Ae

`}3
`=1 respectively, i.e.,Φ`, Φe

` ∈ P1 and
Φ`(Ak) = δ`k, Φe

`(A
e
k) = δ`k. Then

uh(x) =



3∑
`=1

Φ`(x)uA`
, if x ∈ T ,

3∑
`=1

Φe
`(x)uAe

`
, if x ∈ Te.

We have:

GA1 = uA1 − τH

×
(

1
m(T ) + m(Te)

(
m(T )

3∑
`=1

DΦ`(x)uA`
+ m(Te)

3∑
`=1

DΦe
`(x)uAe

`

))

+ θh

3∑
`=1

[DΦe
`(x)uAe

`
− DΦ`(x)uA`

] · νe .

SettingBe = 1
m(T )+m(Te)

(m(T )DuT + m(Te)DuTe), we compute

∂

∂uA1

GA1 = 1 − τ

m(T ) + m(Te)

{
Hp1(Be)[m(T )∂x1Φ1 + m(Te)∂x1Φ

e
1]

+ Hp2(Be)[m(T )∂x2Φ1 + m(Te)∂x2Φ
e
1]
}

+ τθh(DΦe
1 − DΦ1) · νe .

Since
A2A3//e, Ae

2A
e
3//e, DΦ1, DΦe

1⊥eA1 ,

we have

(3.17)
DΦ1 =

1
dist (A2A3, e)

νe =
m(e)
m(T )

νe,

DΦe
1 = − 1

dist (Ae
2A

e
3, e)

νe = − m(e)
m(Te)

νe.

Therefore,

m(T )∂xiΦ1 + m(Te)∂xiΦ
e
1 = 0, i = 1, 2.

We conclude observing that, in view of (3.16),

(3.18)
∂

∂u(A1)
GA1(uT , uTe) = 1 − τθh

(
m(e)
m(Te)

+
m(e)
m(T )

)
> 0.
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We also compute, for̀ = 2, 3,

∂

∂uA`

GA1(uT , uTe) = − τ

m(T ) + m(Te)
{Hp1(Be)(m(T )∂x1Φ`)

+Hp2(Be)(m(T )∂x2Φ`)} − τθhDΦ` · νe.

As before

DΦ` =
m(eA`

)
m(T )

νeA`
.

By our assumption for the angles of the triangles we have−νeA`
· νe ≥

cos ω0, (cf. Fig. 4). Therefore (3.17) yields

∂

∂uA`

GA1 ≥ − τθh
m(eA`

)
m(T )

νe · νeA`
− τ‖DP H‖L∞

m(eA`
)

m(T ) + m(Te)

≥τθh
m(eA`

)
m(T )

cos ω0 − τ‖DP H‖L∞
m(eA`

)
m(T ) + m(Te)

.

If

δh = δh(A1) =
‖DP H‖L∞

cos ω0

m(T )
m(T ) + m(Te)

,

then

∂

∂uA`

Gn
A1

≥ 0,

and the proof is complete.ut
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